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WELCOME ADDRESS

Welcome to 2024 International Symposium on Innovation in Information Technology and Application A sincere
welcome awaits all visitors.

As we entered the 21st century, the rapid growth of information technology has changed our lives more
conveniently than we have ever speculated.

Recently in all fields of the industry, heterogeneous technologies have converged with information technology
resulting in a new paradigm, IT convergence, and people have been breaking the limit and finding other
possibilities of IT research and development through converging with various industries and technologies.

The goal of this conference is to discover a new progressive technology by upgrading the previous technologies
and to solve the technical problems that may have occurred in the process of converging technology in various
fields of industry.

The International Symposium Innovation in Information Technology Application (ISIITA) 2024, the world’s
premier networking forum of leading researchers in the highly active fields of information technology application,
will be held in Cebu island, Philippines. The ISIITA 2024 will include oral and poster sessions as well as tutorials
given by experts in state-of-the-art topics.

IT experts, researchers, and practitioners from each field are invited to share ideas and research technologies;
moreover, encouraged to cooperate with each other to overcome the confronted technical problems. As a result,
this conference will become a place of knowledge where a variety of effects can be created.

We are proud to invite you to Cebu island, Philippines, which is a perfect setting for the Joint Conference. We
truly hope that you will have a technically rewarding experience as well as some memorable experiences in Cebu
island, Philippines.

It is our hope that you’re participating in ISIITA 2024 will be a rewarding experience and that you will get a
chance to meet other colleagues working in the exciting area of industrial information systems. We are all looking
forward to seeing you in Cebu island, Philippines.

A sincere welcome awaits all visitors at the joint conference.

Sang Hyuk LEE Robert R. Roxas
General Chairs
New Uzbekistan University, Uzbekistan

General Chairs

University of the Philippines Cebu,
Philippine
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PROGRAM AT A GLANCE

Time

Event

Jan 152024

13:30~15:15 SIG Meeting I
15:15~15:35 Coffee Break
15:35~16:35 SIG Meeting 11

Jan 16 | 2024

08:30~09:00 Registration

09:00~09:20 Opening Ceremony (Room: PAH)

09:20~10:20 Keynote I (Room: PAH)

10:20~10:30 Coffee Break

10:30~12:00 Session 1 (Room: PAH)

12:00~13:00 Lunch

13:00~14:30 Session 2 (Room: PAH)

14:30~14:40 Coffee Break

14:40~15:50 (Room: AVR-1) Special Session 3 | Session 4 (Posters & Capstone) (Room: PAH)

15:50~16:00 Coffee Break

16:00~17:10 (Room: PAH) Session 5 | Session 6 (Room: AVR-1)

17:10~18:30 Move to Crimson Resort: Bus service
18:30 Banquet (Coral 1 & 2 in Crimson Resort)

Jan 17 | 2024

09:00~10:30 Session 7 (Room: PAH)
10:30~10:50 Coffee Break
10:50~12:20 Session 8 (Room: PAH)
12:20~13:30 Lunch
13:30~14:40 Session 9
14:40~14:50 Break
14:50~15:50 Session 10
15:50~17:00 Session 11 | Special Session 12

Jan 18 | 2024

09:00~11:30 Interactive Networking
11:30~11:40 Committee Meeting
11:30 Closing Ceremony



https://isiita.org/session-1/
https://isiita.org/session2/
https://isiita.org/session-3/
https://isiita.org/session-3/
https://isiita.org/session-4/
https://isiita.org/session-5/
https://isiita.org/session-6/
https://isiita.org/session-7/
https://isiita.org/session-8/
https://isiita.org/session-9/
https://isiita.org/session-10/
https://isiita.org/session-11/
https://isiita.org/session-5/
https://isiita.org/session-3/
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SCIENTIFIC PROGRAM

January 15| 2024

Time Content

13:30 ~ SIG Meeting I

15:15~ Coffee Break

15:35 ~

SIG Meeting 11

16:35 ~

Time Content
08:30 ~ Registration
09:00 ~ Opening Ceremony (General Chair, Vice Chancellor of Academic Affairs UP Cebu)
09:20 ~ Keynote I (Dr. Charibeth Cheng)
10:10 ~ Coffee Break

Session 1: Analyzing and Optimizing for Deep Learning
Chair: Yoosoo Oh (Daegu Univ.)

A Study on Performance Analysis of RNN Architecture Using Unbalanced
Network Dataset
1S-1 Donghwoon Kwon V, Asser Nasser Moustafa”, and Jeong-Tak Ryu *”
UDept. of Computer Science and Engineering, North Central College, Naperville, IL 60540, USA
2 School of Electronic and Communication Engineering, Daegu University, Gyeongsan-si, South Kore

A Study on Prediction of Closing Stock Prices Using a Convolutional Neural
1s-2  Network Model

Even Nybo”, Joshua Buhr”, Nicklaus Campanella”, and Donghwoon Kwon""
10:30 ~ " Dept. of Computer Science and Engineering, North Central College, Naperville, IL 60540, USA

Feasibility of Transfer Learning for Network Anomaly Detection
Donghwoon Kwon'”, Naveen Chennaiepalem?, Junekyoung Lee®, and Jinoh Kim?

1S-3 YDept. of Computer Science and Engineering, North Central College, Naperville, IL 60540, USA
Z)Computer Science Department, Texas A&M University, Commerce, TX 75429

YNaonWorks Inc., 7F (Byeoksan Digital Valley 3), 271, Digital-ro, Guro-gu, Seoul, Korea

Active and Passive Learning Approaches in Computer-mediated Platform do
not significantly differ in e-Learning Gains
1S-4 Ethan Chav Isaac P. Sumalinog” and Demelo M. Lao'”
U Department of Computer Science, College of Science, University of the Philippines Cebu,
Lahug, Cebu City 6000, Cebu, Philippines.
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A Deep Learning Framework for Protecting Personal Computers from
1S-5  Unauthorized Mobile Screen Recordings

Ihsan Ullah” Rock Hyun Choi” and Hyunki Lee'”
' Division of Intelligent Robotics, DGIST, Daegu, 42988, South Korea

Automatic Data Transformation System for Regressor and Classifier
15-6 Sehyun Myeong ", Yoosoo Oh *”

U School of AI, Daegu University, Gyeongsan-si, Republic of Korea

2 School of Al, Daegu University, Gyeongsan-si, Republic of Korea

12:00 ~ Lunch

Session 2: Machine Learning and Applications
Chair: Hyungki Lee (DGIST)

Securing Truth: Integrated Deep fake Detection with Advanced Fusion
25-1 Techniques

Javokhir Jumaboev ', Mohamed Uvaze Ahamed Ayoobkhan'”
UDepartment of Computer Science, New Uzbekistan University, Tashkent, Uzbekistan.

Hesitation Analysis and Score Function Design on Intuitionistic Fuzzy Set Data
28-2 Sanghyuk Lee'”, Yuliya Durova”
' Department of Computer Science. New Uzbekistan University, Tashkent, Uzbekistan

Online Machine Learning: Adapting to Dynamic Data Streams in Real Time
2S-3 Diyorbek Usmanov”
13:00 ~ UDepartment of Computer Science, New Uzbekistan University, Tashkent, Uzbekistan.

Method to reduce false-positive errors using discretization and short-term filter
254  for mobile device detection

Rock Hyun Choi” and Hyunki Lee'”

YDivision of Intelligent Robotics, DGIST, Daegu, 42988, South Korea

Analysis of The Number of Views According to The YouTube Title using a
Regression Algorithm

2S-5 Hyeonji Kim V and Yoosoo Oh *”
! Dept.of Information and Communication Engineering, Daegu University, Gyeongsan-si, Korea
2 School of Al, Daegu University, Gyeongsan-si, Republic of Korea

Music Genre Classification of Philippine Music
2S-6 Alden Robell M. de Loyola '” and Robert R. Roxas"
! Dept. of Computer Science, University of the Philippines Cebu, Cebu, Philippines

14:30 ~ Coffee Break

Session 3: Inclusive Education and Assistive Technology
Chair: Kyeong Ock Park (Daegu Univ.)

A National Snapshot of Assistive Technology for Students with Special Needs in
35-1 South Korea

Jiyeon Kim”
14:40 ~ UDept. of Adapted Physical Education, Korea National Sport University, Seoul 05541, Korea

The Usefulness of Korean Painting in Art Therapy : Focusing on the
Therapeutic Factors

38-2 Byeongmun Son”, Eunyeong Choi*”, and Enok Bae"
The Research Institute for Special Education & Rehabilitation Science, Daegu University, Korea
2 Dept. of Rehabilitation Psychology, Daegu University, Republic of Korea
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3S-3

Special Education Teachers’ Experiences and Perceptions Regarding the Use of
Artificial Intelligence for Teaching Students with Disabilities

Min Wook, Ok”, Kyoung Ock, Park? and Jiyeon, Kim*”

" Dept. of Special Education, Daegu University, Gyeongsan, 38453, Republic of Korea

I Dept. of Elementary Special Education, Daegu University, Gyeongsan, 38453, Republic of Korea

YDept. of Adapted Physical Education, Korea National Sport University, Seoul, 05541, Republic of Korea

3S-4

The Development of Metaverse-based Educational Content for Improving
Social Skills of Students with Developmental Disabilities

Kyungin Han"”, Daesong Lee’”, Seohyeon Noh”, Yunhee Shin® and Kyuman Jeong”

Dnstitute of Special Education & Rehabilitation Science, Daegu University, Republic of Korea

J Gyeongsangnamdo Hamyang office of Education, Hamyang-Gun, Republic of Korea

YBansong Elementary School, Changwon-si, Republic of Korea

YBehavior Therapy, Daegu Cyber University, Gyeongsan-si, Republic of Korea

JSchool of AI, Daegu University, Gyeongsan-si, Republic of Korea

3S-5

The Effect of Positive Behavior Support Through Non-face-to-face Coaching on
Self-harming Behavior and Classroom Participation Behavior in High School
Students with Developmental Disabilities

Juyeonr Yun”, Kyoungock Park” and Pureum Ji, Gyouhee Kim"

UThe Research Institute for Special Education & Rehabilitation Science, Daegu University, Korea

?Dept. of Elementary Special Education, Daegu University, Republic of Korea

14:40 ~

Session 4A: Interactive Posters
Chair: Jeong Tak Ryu (Daegu Univ.)

4S-1

Radar Signal Processing Scheme for Human Identification
YoungSeok Jin", Ji-Eun Bae”, Inoh Choi”, and Eugin Hyun'”
YDivision of Automotive Technology, DGIST, Daegu, Republic of Korea

482

Mastectomy skin flap stability prediction using indocyanine green angiography :
A randomized prospective trial

Min Ji Kim", Hyoseob Lim”, and Il Jae Lee"

UDepartment of Plastic and Reconstructive Surgery, Ajou University School of Medicine, Suwon, Korea.

4S-3

A method for improving latency between devices equipped with speakers
Cheoljae Kim ", Seokwon Hong ?, Hoyeol Yang ¥, and Kyuman Jeong "

" Dept. of Information and Communication Engineering, Daegu University, Daegu, Korea
2 An Industry-Academic Cooperation Group, Daegu University, Daegu, Korea.

ISchool of Al, Daegu University, Daegu, Korea

4S-4

Learning deep models for face anti-spoofing by pixel-wise supervision with
depth labels

Myoung-Kyu Sohn”, Sang-Heon Lee”, Hyunduk Kim”, and Junkwang Kim"
YDivision of Automotive Technology, DGIST, Daegu, Republic of Korea

4S-5

Selective Alignment of DNA Molecules using Local Surface Charges controlled
by Plasma Ashing Method

Hyung Jin Kim'” and Doyoung Kim"

"Dept. of Electrical & Electronic Engineering, Ulsan College, Ulsan 44610, Korea

4S-6

The effects of various core exercise on biomechanical properties of lower limb
muscles in healthy young individuals during 12-weeks

Hyuk-Jae Choi'?, Won-Young Lee?”, InHo Hwang', Chang-Yong Ko*” and Sung-Phil Heo*”

"Dept. of Research & Development, Rehabilitation Engineering Research Institute, Korea Workers’
Compensation & Welfare Service, Incheon 21417, Korea

?Dept. of Institute of Sports Medicine, Hannam University, Daejeon 34430, Korea

IDept. of Research & Development, Refind Inc., Wonju 26354, Korea

YGangneung-Wonju National University, Wonji-si, 26403, Korea
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ANN-based Pet Activity Recognition with Wearable Sensors
4S-7 Heerae Lee”, Seongyeong Kim', and Hyung Gyu Lee"”
" Dept. of Software, Duksung Women’s University, Seoul 01369, Korea

Session 5: Innovative Solutions in Mobile Systems and Security
Chair: Hyung Gyu Lee (Duksung Women’s Univ.)

Collaboration-focused Network Design for Return & Collection in a Delivery
Services
5S-1 Muzaffar Makhmudov” and Chang Seong Ko?”
' Department of Industrial Management, New Uzbekistan University, Uzbekistan
2 Department of Industrial and Management Engineering, Kyungsung University, Korea

Operating System Security Vulnerabilities in Autonomous Vehicles

Clint Scholtisek V', Connor Kreis”? , Kamran Siddique *” , Mengwen Wang ¥ , Yuechun Wang ¥, and Ka
Lok Man ¥

D23 University of Alaska Anchorage
¥ISanda University, Shanghai, China.
9Xi’an Jiaotong-Liverpool University, Suzhou, China.

5S-2

An Exploratory Case Study of TempleOS: An Open-Source Lightweight
Operating System

Tremayne Booker ¥, Mary Kollander ¥ ,Puah Jia Hong” , Kamran Siddique * Xieyang Zhou > Yuechun
16:00 ~ 55-3 Wang © , and Ka Lok Man 7

D234 School of Computer Science and Computer Engineering, University of Alaska Anchorage Anchorage
Alaska, United States

99 Dept. of Information Science and Technology, Sanda University, Shanghai, China.

7 School of Advanced Technology, Xi'an Jiaotong-Liverpool University, Suzhou, China.

Design of Blockchain-based Network System for Multi-domain V2G
55.4  Environments

DeokKyu Kwon”, Seunghwan Son” and Youngho Park'
USchool of Electronic and Electrical Engineering, Kyungpook National University, Daegu 41566, Korea

Estimating Software Project Performance Using Factor Analysis and Sequential
Equation Modeling
5S8-5 Khumoyun Aminaddinov Ravshanovich”, Lionel Randall Kharkrang®
' Dept. of Computer Science, New Uzbekistan University, Tashkent 10000, Uzbekistan
I Dept. of Physics, National Institute for Astrophysics, University of Trieste, Italy

Novel RectER Circuit For Energy Harvesting For High Output Voltage
59-6 Wend Yam Ella Flore NIADA", You Chung CHUNG?

' Dept. of Electronic Engineering, Daegu University, Gyeongsan, Korea

IDept. of Information and Communication Engineering, Daegu University, Gyeongsan, Korea

Session 6: Automated Service Impact Analysis
Chair: Min Ho Ryu (Dong-A Univ.)

A Study on the Effect of the Bank’s Automatic Call Service
6S-1 Sohui Kim" and Min Ho Ry"”
UDept. of Management Information System, Dong-A Univ., Busan 49236, Korea™

16:00 ~ Beacon -Voice Assistant for Impaired People on Windows PC

6S-2 Truong Quoc Thang'”, Pham Quoc Bao, Nguyen Van Vi", Than Thi Thao", Nguyen Trieu Tien”, Tran
Kim Sanh"

D International School, Duy Tan University, DaNang City, 550000, Vietnam

Online Learning Platform with a Content Summarization Tool
6S-3 Dang Nhat Minh'”, Do Minh Nhat, Phan Nhat Tuan”, Pham Anh Quyet”, Tran Minh Tu, Huynh Ba Dieu"
YInternational School, Duy Tan University, DaNang City, 550000, Vietnam
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Apply Decision Trees Algorithm To Build The Wellness Navigator Management

6S-4  System
Nguyen Huu Vien”, Tran Duy Tung”, Do Tien Thanh”, Vo Van Hao", Tran Thi Thuy Trinh"
U Internation School, Duy Tan university, Da Nang city, 55000

Identifying and Extracting Sentiment Words Using Reason-Sentiment Pattern
6S-5 Woo Hyun Kim" and Heejung Lee®”

UDept. of Industrial Data Engineering, Hanyang University, Seoul 04763, Korea

2School of Interdisciplinary Industrial Studies, Hanyang University, Seoul 04763, Korea

17:10 ~ Move to Crimson Resort: Bus service

18:30 ~ Banquet

January 17 | 2024

Time Content

Session 7: Cutting-edge Medical Al Innovations
Chair: Hyunduk Kim (DGIST)

7S-1 SS-GAN-ViT: Advancing Multi-label Chest Image Annotation Through Self-
Supervised Learning, Adversarial Networks, and Vision Transformers
Sang Suh”, Sobha Rani Ponduru”, Nikitha Tammareddy”, and Bhavana Makkena”
U Department of Computer Science, Texas A&M University-Commerce, Commerce, TX, U.S.A.

7S-2  Medichat — A Medical Chatbot with Multilingual Support

Sang Suh” and Rama Krishna Kamma”
UDepartment of Computer Science. Texas A&M University - Commerce, Commerce, TX, U.S.A.

7S-3  Visualization Tool: Exploring COVID-19 Data
Donghyun Jeon'”, Jong Kwan Lee”, Prabal Dhaubhadel”, and Aaron Kuhlman”
09:00~ UDept. of Computer Science, Bowling Green State University, Bowling Green, Ohio 43403, U.S.A.

7S-4  Research on human 2D edge sample point to 3D mesh coordinate conversion
Junkwang Kim"”, Myoung-Kyu Sohn”, Sang-Heon Lee", and Hyunduk Kim"
UDivision of Automotive Technology, DGIST, Daegu, Republic of Korea

7S-5  Remote Heart Rate Estimation using Swin Transformer V2 and Wrapping
Temporal Shift Modules

Hyunduk Kim”, Sang-Heon Lee”, Myoung-Kyu Sohn”, and Junkwang Kim”
UDivision of Automotive Technology, DGIST, Daegu, Republic of Korea

7S-6  Using Deep Learning to Determine Time and Geographic Trends of Sentiments
Towards Covid-19 Vaccine

Alex A. Diola ™ and Robert R. Roxas ¥
. 2Dept. of Computer Science, University of the Philippines Cebu, Cebu, Philippines

10:30~ Coffee Break

Session 8: Al for Medical Analysis
Chair: T. Velmurugan (Dwaraka Doss Goverdhan Doss Vaishnav College)

10:50 ~ | 8S-1  Classification of Tuberculosis in Chest X-rays using SMOTE-enhanced Neural
Networks (SMONN)

SriPradha.G", J.Vanathi® and T.Velmurugan®”

2 Guru Nanak College(Autonomous),Velachery, Chennai-600042

YPG and Computer Science D. G. Vaishnav College, University of Madras, Chennai-600106
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8S-2  Making use of Image Processing along with Machine Learning techniques,
examination of leaf composition, and disease detection
M.Robinson Joel”, T.D.Jeba Freeda”, and Prince Immanuel J°
3 Department of Information Technology Kings Engineering College, Chennai, India.
Y Department of Computer Science, Noorul Islam College of arts and Science, Kumaracoil

8S-3  Performance Analysis of k-Means and Fuzzy C-Means (FCM) Clustering
Algorithms for Diabetic Dataset
K. Emayavaramban” and T. Velmurugan”
ULoganatha Narayanaswamy Arts College (Autonomous), ponneri, India.
PG and Research Department of Computer Science, D.G. Vaishnav College, Chennai

8S-4 A Study on Disease Detection Methods in Sugarcane Plants Using Conventional
Neural Network in Deep learning

T. Angamuthu” and A.S. Arunachalam”
DVels Institute of Science, Technology and Advanced Studies, Pallavaram, Chennai, Tamil Nadu 600117,
India

8S-5  Integrated BERT and Rule-based Framework for Comprehensive Medical
Sentiment Analysis in Twitter Discourse
P.C.Sridevi” and T.Velmurugan”
) PG and Research Department of Computer Science, D.G. Vaishnav College, India

8S-6  GPT Empowered: Decoding Public Sentiment Trends on Twitter based COVID-
19 Vaccination
P.C.Sridevi”, T.Velmurugan”, and K. Jayabharathi”
U PG and Research Department of Computer Science, D.G. Vaishnav College, India

12:20 ~ Lunch

Session 9: Machine Learning for Security and Text analysis
Chair: Rock Hyun Choi (DGIST)

9S-1 Enhancing Hill Cipher Security through Machine-Learned Key Generation
Mu. Tirumalai” and S. Poornavel”
PG & Research Department of Mathematics, 1Pachaiappa’s College, Chennai
2 Department of Mathematics, SIMATS School of Engineering, 2Saveetha Institute of Medical and
Technical Sciences, Chennai, India.

9S-2  Cracking the code of Fake News: From PolitiFact Extraction to Machine
Learning Mastery
Dr. M. P. Sukassini” and Dr. R. Anandhi”
U PG and Research Department of Computer Science, D.G. Vaishnav College, India

1330 ~ | 9S-3  Impact of Al Driven Conversational Chatbot: Current Advancements and
Leading Innovations in Education System

G. Kanimozhi”, K. Bhuvaneswari®, and T. Velmurugan®

! 4ssistant Professor, Dept. of Information Technology, Guru Nanak College, Chennai

2 Assistant Professor, Dept. of Computer Science, Guru Nanak College, Chennai.

Y Associate Professor, PG and Research Dept. of MCA, D.G. Vaishnav College, Chennai.

9S-4  Text based Emotion Analysis in Social Media Data using Machine Learning
techniques
B.Jayapradha? and T.Velmurugan ¥
) PG and Research Department of Computer Science, D.G. Vaishnav College, India

9S-5  Enhancing Sentiment Analysis in Electronic Product Reviews Using Machine
Learning Algorithms
M. Archana”, T.Velmurugan ", and U.Latha"
) PG and Research Department of Computer Science, D.G. Vaishnav College, India
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9S-6  Ecotoxicological Impact Assessment on Donaxincarnatus: An In-depth
Exploration of Heavy Metal Bioaccumulation Effects

S.Eswari”, R.Parthiban” , and P.C.Sathyanarayanan”
! pachaiyappa's college, Chennai. India

14:40 ~ Break

Session 10: Advanced Monitoring and Analysis Techniques for Power
and communication system
Chair: Eugin Hyun (DGIST)

10S-1 Comparative Analysis of Fault Detection Algorithms for MVDC Distribution
Systems
Nam-Gi Park”, Jae-In Lee”, Minh-Chau Dinh?, Seok-Ju Lee” , and Minwon Park'”
UDept. of Electrical Engineering, Changwon National University, Changwon, Republic of Korea
Y Institute of Mechatronics, Changwon National University, Changwon, Republic of Korea

10S-2  Design of a RUL Prediction Algorithm for a 2 MW class Wind Turbine Blade
and Tower
Thi-Tinh Le”, Minh-Chau Dinh”, Changhyun Kim?, Seok-Ju Lee” , and Minwon Park'”
UDept. of Electrical Engineering, Changwon National University, Changwon, Republic of Korea
Y Institute of Mechatronics, Changwon National University, Changwon, Republic of Korea

14:50 ~
10S-3  Analysis of Antenna Characteristics Depending on Angle Between Flat Radar
Cover and Radar Antenna
Junho Yeo '”, Jeong Tak Ryu?, Seungeon Song”, and Jonghun Lee®
USchool of Artificial Intelligence, Daegu University, Gyeongsan, Korea
Y Department of Electronics Engineering, Daegu university, Gyeongsan, Korea
YDivision of Automotive Technology, Research Institute, DGIST, Dalseong-gun, Daegu, Korea

10S-4  VIRTULIVING: YOUR DREAM RESIDENCE IN VR
Suryawanshi Ansh”, Vathore Dhammdeep”, Choudhary Prabha”, C.Kalpana V', and Swati Pillai V

U Department of Science(Information Technology), SST College of Arts and Commerce .Ulhasnagar .
Mabharastra. India

10S-5 SMARTLEARN TIMES: API-POWERED EDUCATION HEADLINES APP
UChaudhari Mayur”, Jangale Kuna”l, C.Kalpana”, Khushbu Purswani”, and J.C.Purswani”

) Department of Science(Information Technology), SST College of Arts and Commerce .Ulhasnagar .
Maharastr, India

Session 11: Advanced Applications of Machine Learning
and Numerical Methods
Chair: Junho Yeo (Daegu Univ.)

11S-1 Design of an Object Detection Model for an Automatic Ship Unloader System
Chi-Hieu Ngo"”, Chang-hyun Kim?, Minh-Chau Dinh?, Seok-Ju Lee” and Minwon Park'”
UDept. of Electric Engineering, Changwon National University, Changwon, Republic of Korea
Y Institute of Mechatronics, Changwon National University, Changwon, Republic of Korea

15:50 ~

17-00 11S-2 Data Augmentation for Finger Gesture Recognition using Label Spreading

Method
Woosoon Jung”, Jeong Tak Ryu”, Kyuman Jeong”, and Yoosoo Oh*”

The Research Institute for Special Education & Rehabilitation Science, Daegu University, Gyeongsan-si,
38453, Korea

2 Dept. of Electronic and Electrical Engineering, Daegu University, Gyeongsan-si, 38453, Korea
3 4School of AI, Daegu University, Daegu University, Gyeongsan-si, 38453, Korea

11S-3  Numerically solving various partial differential equations on non-flat surfaces

Yongho Choi”
UDept. of Computer & Information Engineering, Daegu University, Gyeongsan-si, Republic of Korea
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11S-4 Smart Timer Application Development using Flutter
Sung-Hyeon Jin", Kyung-Ae Cha’*), Jeong-Tak Ryu3’ and Kyoung-Ock Park”
D2 Dept. of Artificial Intelligence, Daegu University, Gyeongsan-si, Korea
YDept. of Electric Engineering, Daegu University, Gyeongsan-si, Korea
YDept. of Elementary Special Education, Daegu University, Gyeongsan-si, Korea
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A Study on Performance Analysis of RNN Architecture Using
Unbalanced Network Dataset
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Abstract: This study compares the performance of three Recurrent Neural Network (RNN) model
structures targeted at binary classification using the HIKARI-2021 dataset and different hyperparameter
tuning methods. Our experimental results reveal that Optuna, an automatic hyperparameter optimization
software framework, performs better than a manual hyperparameter tuning method.
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Introduction
Among various deep learning models that utilize public network traffic datasets [1-2], we pay attention
to the HIKARI dataset, which shows an unbalanced characteristic, and the Recurrent Neural Network
(RNN) model to address the following research questions:
1. Although the RNN model shows robust performance for sequential data, how does it perform with non-

sequential and unbalanced network anomaly data?

2. Ifthe RNN model performs well, which model structure implemented with vanilla RNN units (tanh), Gated
Recurrent Units(GRUs), or Long-Short Term Memory (LSTM) units would perform best?

3. Would hyperparameters tuned by the Optuna framework [3] improve model accuracy?

Methodology
Our research model comprises four critical steps: [1]. dataset preprocessing, [2]. model construction,
[3]. hyperparameters optimization, and [4]. model training and testing.

1. The HIKARI dataset consists of 555,278 data instances with six distinct labels. As the first step, the entire
dataset is categorized into the following two labels: normal and attack, and normal instances come from
benign and background labels. Other labels are categorized into attack instances. In addition, the
categorized dataset is divided such that 70% served as the training set, 10% served as the validation set,
and the remaining 20% as the testing set.

2. With the same model architecture consisting of input, hidden, and output layers, three different model
architectures are constructed based on three activation units in a hidden layer, e.g., tanh, GRU, and LSTM.
Furthermore, batch normalization and dropout are used to stabilize model training and avoid overfitting,
respectively.

3. A meticulous hyperparameter tuning is executed using the Optuna framework. This allows the
determination of optimal parameters, e.g., learning rates, dropout values,

4. layer sizes, etc. For instance, specific learning rates such as 1.4050009003792062¢-05 for RNN,
1.1431669116903008e-05 for GRU, and 0.001295316945095547 for LSTM are identified through Optuna.
Yet, manual hyperparameter tuning is also considered. The Adam optimizer and Cross entropy loss
function are employed for model training.

The following Table 1 below summarizes the model architectures.
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Table 1.  Summary of Model Architectures Based on Hyperparameter Tuning Methods
Hyperparameters

Tuning Methods Models Input Layer Hidden Layer Output Layer Other Hyperparameters
Batch_size=1024, Batch normalization,
#of d 1 12 d t=0.5,
RNN, GRU, # of hidden layers: 1 Ot detise ‘ayers ropou

Manual Tuning Input size: 399,799 # of neurons: 128 and|loss=binary_crossentropy, optimizer =

and LSTM # of neurons: 128

64, respectively Adam,
Learning_rate = 0.001, epochs=20

Batch_size=1024, Batch normalization,

dropout=0.3,

. # of dense layers: 2 . L

# of hidden layers: 1 loss=binary_crossentropy, optimizer =
# of neurons: 128 and .

# of neurons: 128 Adam, Learning_rate =

64 tivel
» Fespectively 1.4050009003792062¢-05,
epochs=20

RNN Input size: 399,799

dropout=0.2, Learning_rate =
# of dense layers: 2 1.1431669116903008¢-05

Optuna . L
P # of neurons: 64 and | Batch size, batch normalization, loss

# of hidden layers: 1

GRU Input size: 399,799 # of neurons: 64

64, respectively function, optimizer, and epochs are
same

dropout=0.1, Learning_rate =
# of dense layers: 2 0.001295316945095547

# of hidden layers: 1 # of neurons: 96 and | Batch size, batch normalization, loss

LSTM Input size: 399,799 # of neurons: 96

64, respectively function, optimizer, and epochs are

same

Experiments
The performance of the three distinct neural network architectures was evaluated based on the test
dataset. Table 2 below shows the F-measure of these three models based on the macro average.

Table 2.  Experimental Results

Hyperparamters Tuning Method Models Precision Recall F -Measure
RNN 0.7301 0.6032 0.6373
Manual hyperparameters tuning GRU 0.7307 0.5759 0.6064
LST™M 0.7224 0.6191 0.6515
RNN 0.6837 0.6184 0.6420
With Optuna GRU 0.6357 0.8676 0.6656
LSTM 0.7338 0.6540 0.6838
Discussions

As a result of analyzing the evaluation results of the three model architectures, all models converge
well in training, as shown in Figure 1 below. However, model training, especially the RNN and GRU
models, through manual hyperparameters tuning shows more stability and higher training performance
than using the Optuna framework. Furthermore, with the same number of epochs used for model
training, there are approximately 5% and 12% training accuracy differences in both RNN and GRU
models, respectively. On the other hand, training the LSTM model through both hyperparameter tuning
methods shows an almost identical trend. However, the LSTM model through the Optuna framework
shows a slightly better training performance. Model performance with the testing dataset is quite
interesting. Both RNN and GRU models through the Optuna framework yield lower training
performance but show better testing performance. From this point, we could infer that the RNN and
GRU models through the Optuna framework could perform better if more epochs are used for model
training because we did not observe overfitting or overshooting issues when training the models in 20
epochs. In addition, the LSTM model through the Optuna framework shows the best performance
compared to other models.
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Figure 1.  Training accuracies and loss values of three model architectures

Conclusion
This research compares the performance of RNN, GRU, and LSTM model architectures depending on
how to tune hyperparameters. Hyperparameter tuning through the Optuna framework tends to show
better performance than the manual hyperparameter tuning method. The findings offer a foundation for
future exploration, especially focusing on how these model structures show different performances for
multi-classification.
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Abstract: This paper presents a method for predicting the closing price of individual stocks basedon
historical data using a 1-dimensional (1D) Convolutional Neural Network (CNN) model. TheYahoo
Finance API is used to collect the daily closing prices of Tesla (TSLA), and a window sizeof 60 days is
employed to train the model. Our experimental results with the testing dataset show competitive
performance, showing a Mean Square Error (MSE) of 0.0078, and we successfully demonstrate the
potential of the 1D CNN model for predicting the closing price of individual stocks.

Keywords : Stock prices; financial forecasting; deep learning; CNN; time series analysis; stock
prediction

Introduction

Predicting stock prices accurately is one of the most challenging tasks in financial forecasting due to
the unpredictable nature of financial markets. Many factors, such as economic events, company news,
and global political instability, can influence stock prices. Predicting the effect of these factors on stock
prices is an important research area in finance. One approach to predicting stock prices uses deep
learning models [1-2], and as the first phase in this research, we employ a Convolutional Neural
Network (CNN) model to predict the closing price of the Tesla (TSLA) stock based on its historical
data. Through this research, we evaluate model performance by comparing it with the actual prices.

Methodology

Tesla’s historical daily closing prices are collected using the Yahoo Finance API. A window sizeof 60
days is employed, and the dataset is scaled using the Min Max Scaler function. The dataset is then split
into training and testing, with the last 365 days reserved for testing.

The employed deep learning model is the one-dimensional CNN model. In this model, the input to the
model is a sequence of closing prices over the past window size days (60), and the output is a single
predicted closing price. The following describes a model structure, and Figure 1 belowdepicts its
structure.

e  One 1D convolutional layer with 16 filters, kernel size of 3, stride of 1, and padding of 1.

e The convolutional layer is followed by a Rectified Linear Unit (ReLU) activation function.
e One max pooling layer with a kernel size of 2 and stride of 2.

e Two Fully Connected (FC) layers. The first FC layer is composed of 32 units and the ReLU activation
function, and the second FC layer has one unit for a single output.

Input Conv1D Layer ReLU MaxPooling FC1 FC2 Output
A dataset of stick prices 16 filters. kernel size of 3. Max(0. x) Kernel size of 2 and stride of 2 16*39, 32 units and 32 and 1 units and Predicted price
stride of 1. and padding of 1 ReLU function ReLU function
u .

ENER ‘ [ >
[2 [ ] N

] > » BEOER ED
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Figure 1.  CNN Model Structure
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Experimental Results
The 1D CNN model is trained on the training set for 2,000 epochs with a learning rate of 1e-3 using
the MSE loss function and the Adam optimizer. We achieve an MSE of 0.0078, and the following
Figures 2 (a) and (b) belQW UiJllC}JsEtrfite training loss values and training accuracy.
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Figure 2.  (a) Training Loss Values Figure 2.  (b) Training Accuracy

Discussions

To further analyze the model performance, the predicted and actual prices for the testing set are plotted
using Matplotlib, shown in Figure 3 (a) below. This reveals that the model tends to capturethe general
trend of stock prices. However, even if the model is able to predict the changes in theTesla stock, it
struggles to predict the spiked highs and the larger drops. Moreover, some deviations from the actual
costs are observed, which may be caused by market fluctuations and unforeseen events affecting stock
prices.

In addition, the impact of different hyperparameters on the model performance, including the learning
rate and number of epochs, is explored. We observe that increasing the learning rate beyond 1e-3 does
not improve the model performance, suggesting that a lower learning rate is more effective for this task.
Additionally, training the model with over 2,000 epochs does not significantly improve its performance
and may cause model overfitting.

With the first experimental results tested with the Tesla stock, another question of how accuratelythe
CNN model is able to predict the Bitcoin market is raised. As shown in Figure 3 (b) below, the CNN
model is able to predict the trends from about the 75th day, but every prediction from Oto 75 days shows
inaccurate patterns skewed to the right.
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Figure 3.  (a) Tesla Stock Prediction Figure 3.  (b) Bitcoin Prediction

Conclusion

This research presents a 1D CNN model for predicting the closing price of individual stocks based on
historical data. The results show that the model can capture the general trend of the stock prices,although
there are some deviations from the actual costs. These findings suggest that a 1D CNN model can
effectively predict stock prices, but further experiments are needed to optimize the mode performance
and evaluate its generalizability to other stocks and market conditions. Futurestudies could investigate
other types of neural network models, such as Multi-Layer Perceptron (MLP), Recurrent Neural
Network (RNN), or Long Short Term Memory (LSTM) models, for predicting stock prices.
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Abstract: Identifying malicious communication activities is one of the critical requirements in network
operations and management. A non-trivial challenge for network anomaly detection is the limited
availability of traffic data, often with no annotated class information. In this study, weassess the
applicability of cross-domain transfer learning for network anomaly detection and share our initial
results made from our experiments performed for evaluating transfer learning performance with three
machine learning methods. The key observation is that simply applying transfer learning may not
produce acceptable performance, while we observed that utilizing cross- domain datasets has the
potential to enhance the classification performance, which signals the need for further investigation of
the impact of transfer learning for network traffic analysis.

Keywords : Transfer learning, network anomaly detection, machine learning

Introduction

A cybersecurity area is an evolving domain where threats and vulnerabilities constantly test the
robustness of system defenses. With the expansion of connected devices and the broadening of digital
networks worldwide, ensuring these systems' security and reliability has become more critical and
challenging. To secure the network, identifying malicious communication activities is one of the key
requirements, and in that sense, monitoring and analyzing network traffic shouldbe core tasks in network
operations and management.

While essential, a non-trivial challenge for network traffic analysis is the scarcity of traffic data. Even
worse, many traffic datasets contain no annotated information, and only a few datasetsprovide the class
label information (e.g., NSL-KDD, UNSW-NB15, CICIDS 2017/2018, and HIKARI-2021).
Additionally, individual datasets may be confined in terms of traffic diversity due to data collection
environments and methodologies. For those reasons, transfer learning hasbeen considered for traffic
analysis; however, previous studies have been limited to the outdateddataset (NSL-KDD) that may not
represent today's traffic characteristics [1], cross-attack learning(i.e., creating a model from one attack
type to detect another attack class) [2], and the use of pre-trained deep learning models with no cross-
domain learning among different datasets [3].

In this study, we assess the applicability of cross-domain transfer learning for network trafficanalysis,
i.e., utilizing one dataset for creating a model (base set) to analyze another dataset (targetset). We
particularly focus on network anomaly detection that discriminates malicious instances from benign
samples. This is an ongoing study toward the development of cross-domain transfer learning
mechanisms, and we share the initial results and observations made from our experiments. We focus
on two datasets, CICIDS-2018 and HIKARI-2021 (“CICIDS” and “HIKARI” in short, respectively),
based on the observation that the two datasets provide a sufficient number of features commonly found
in both datasets (53 common features). We then evaluate the transfer learning performance with three
machine learning methods, i.e., Random Forest (RF), Extreme Gradient Boosting (XGB), and Multi-
Layer Perceptron (MLP).

Methodology
As the first step, we compare two datasets and identify a common set of features. Based on 53
identified features, four labels in the CICIDS (Benign, Bot, Dos attacks-SlowHTTPTest, and Dosattacks-
Hulk) are classified into normal or one of the attack labels, while HIKARI defines six types (Benign,
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Background, Bruteforce, Bruteforce-XML, Probing, and XMRIGCC CryptoMiner). The entire samples
in both datasets are adopted, and the shape of each dataset is as follows: CICIDS has a shape of
1,364,431 by 53, and HIKARI has a shape of 555,278 by 53. Note that both datasets are unbalanced
with a relatively small number of attack instances than normal: CICIDS has a ratio of 3.7 to 1, and
HIKARI has a ratio of 13.7 to 1 for normal vs. non- normal. We consider the following four scenarios
to measure transfer learning performance:

1. Case I: Train the classifier with CICIDS and test it with HIKARI.

2. Case II: Train the classifier with HIKARI and test it with CICIDS.
3. Case III: Train the classifier with the mixture of CICIDS and HIKARI and test it withHIKARI.
4. Case IV: Train the classifier with the mixture of CICIDS and HIKARI and test it withCICIDS.

The RF, XGB, and MLP models are employed with the dataset combinations. The default
configuration of the RF and XGB models provided by the Python scikit-1learn library is adopted
(without intensive optimization processes), while we implement a neural network for MLP configured
with three hidden layers, as illustrated in Figure 1.

lnput lL-Iidden Output Softmax
Input Layer | pemmm ayers o _._ Y Layer Layer
- o : : \":‘/‘,@ Normal
N T \ /
i
CICIDS: 13,644,31 data sample Il “
with 53 features \\ A\ i Attack
HIKARI: 555,278 data samples 1 ! ! i Softmax Function
with 53 features e e Ll p(y :j|z(i)) = gwftmax(z(i))
1. There are one input layer, 3 hidden layers, and 20

1 output layer =
2. Number of neurons in each hidden layer: 256,

128, and 64 where z is Do wix; = w
3. The hidden layers are followed by the ReLu

activation function.
4. Dropout=0.5 is added to the last hidden layer

Figure 1. MLP network architecture
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j=0 €7F
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Experiments

We report the performance of transfer learning with the aforementioned classifiers, with the metric of
F-measure[1] to consider the class imbalance in the datasets. Table 1 provides the performance
measured under the different settings (Case I-1V) with non-transfer learning results. In the case of non-
transfer learning, HIKARI shows quite poor performance, with less than 63% of F-Measure, while
CICIDS shows over 93%, indicating that analyzing HIKARI is much more challenging than CICIDS.
For Case I and II (cross-domain transfer learning), the result shows that the classifiers perform poorly
with unacceptable performance (less than 50%). Although not shown in Table 1, we observed that the
classifiers are not able to classify any attack instances as anomalies. Cases III and IV show the use of
both datasets in the training phase. While the result shows almost the same performance as Case I and
11, one interesting observation is that MLP yields a promising result over 98% for Case IV: While MLP
shows 93.4% with the CICIDS training set only, it improves the performance to 98.0% with the
employment of both CICIDS and HIKARI for training, suggesting the potential of transfer learning for
network anomaly detection.

Table 1. Experimental results (Non-transfer learning and transfer learning cases)
Category Datasets Models F-Measure
RF 0.9995
CICIDS: 80% of training and 20% of testing XGB 0.9998
Non-transferlearning MLP 0.9348
HIKARI: 80% of training and 20% of testing RF 0.5243
XGB 0.6223
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MLP 0.4824
RF 0.4824
Case I: Training with CICIDS and testing withHIKARI XGB 0.4824
MLP 0.4797
RF 0.4405
Case II: Training with HIKARI and testing withCICIDS XGB 0.4405
. MLP 0.4405
Transferlearning RF 04504
Case III: Training with tl.le mlx.ture of CICIDSand HIKARI and XGB 04824

testing with HIKARI
MLP 0.4806
Case IV: Traini ith the mixt f CICIDSand HIKARI and R 04405
ase [V: Training wi 'e le' ure o an an XGB 04405

testing with CICIDS
MLP 0.9802

Conclusion

In this study, we investigated the applicability of transfer learning for network anomaly detection.From
our initial experimental results, the critical observation is that simply applying transfer learning may not
produce acceptable performance (Case I and II), while we observed that utilizingcross-domain datasets
has the potential to enhance the classification performance (MLP in Case IV compared to the result in
Case I). A possibility to explain this is that using the cross-domain data would give additional hints for
discriminating two classes when creating a neural network model.

From our initial findings, we plan to extend our investigation to maximize the benefit of transfer
learning, which includes feature selection and extraction to identify an efficient set of features, one-
class classification for better representing benign samples, in addition to an exploration of other neural
network models with the optimization and extensive experiments.
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Abstract: Learning a computer programming language can be challenging for students who have no
programming background. Oftentimes, this situation leads to a steep learning curve for the student, and
in worst case, may trigger the decision not to pursue further a computer science (CS) profession. Hence,
this paper evaluated two (2) e-learning approaches to enhance the learning experience of a programming
language in a computer-mediated platform. For this purpose, two (2) versions of a web application that
teach introductory Python were developed, with one employing the active while another utilizing the
passive learning methods following the DOLA framework, respectively. In setting up the experiment,
the study applied a mixed-method research design. For the quantitative part, the study utilized a Pre-
and Post-tests experimental design to assess for the learning outcomes, while the follow-up qualitative
portion employed thematic analysis to gain insights from participants' learning experiences. The
Learning Object Review Instrument (LORI) was used to evaluate the web application's effectiveness as
a pedagogical tool, in which also the Cronbach's alpha was calculated to test for internal consistency.
Although the results showed significant differences between the pre- and post-test quiz scores for each
of the e-learning methods, there is no detected statistical difference in the overall learning gains of post-
test quiz scores between active and passive e-learning methods. On the other hand, the qualitative
findings lend support to the effectiveness of both e-learning approaches as pedagogical tool, while at
the same time providing a better learning experience of introductory Python using the developed web
apps as evidenced by feedback themes commonly identified in both versions such as ‘learning
experience’ (41.5% of responses) and ‘user interface and design’ (26.4% of responses), respectively.
These findings contribute to the assessment for effective learning methods in teaching of a programming
language at the introductory level in a computer-mediated platform and the implications towards
instructional design and learning platform development.

Keywords : e-learning, active learning, passive learning, active vs passive learning, Python
tutorial, computer science education, DOLA framework
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Learning Methods

Scores for Active (left boxplot,p-value < 0.05) and Passive (right boxplot,p-value < 0.05) e-
Learning Approaches. The active learning mode portrays negative skewness which implies more
positive learning observed than the mean-average. While that of passive learning mode exhibits
symmetric distribution, but with a lower mean-average of positive learning and with a few e-
learning instances resulted to negative learning, i.e., a lower post-test quiz score than that of the
pre-test. Overall, the mean comparison of learning gains between active and passive e-learning
approaches yields a statistically not significant result, which suggests that either of the two (2)
e-learning approaches can effect learning with the former having a higher learning gain or
learning improvement than the latter on the average.

10.

11.
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Abstract: Unauthorized mobile screen recordings pose a serious threat to the security and privacy of
personal computers in today's digital era. Nevertheless, there is a lack of prior research conducted to
address this particular challenge. To tackle this challenge, we present a deep learning approach that
effectively manipulates the channels in the temporal dimension[1] in video frames. The channel
manipulation in temporal dimension allows the mixing of feature maps from adjacent frames with the
current frame, resulting in improved mobile action recognition in videos. Moreover, the Mobilenetv2[2]
architecture incorporates the channel shifting module after the bypass connections as shown in Fig.1(a).
In addition, the proposed method employs the Mobilenetv2 architecture, resulting in improved
computational efficiency for frame processing. Consequently, it is well-suited for real-time recognition
of unauthorized mobile screen recording, with low latency.

Expermintal Setup: To evaluate the efficacy of our proposed method, we conducted experiments on a
in-house dataset designed for mobile action recognition. The dataset comprises recordings of 16
individuals, with each person performing both normal and abnormal actions, resulting in a total of 32
videos. To enhance the dataset, we augmented these videos, ultimately yielding 220 samples. In our
experimental setup, we divided the augmented dataset into two separate sets: a training set comprising
140 videos and a testing set comprising 80 videos.

Results: To validate the performance of our proposed method, we employed widely-used evaluation
metrics, namely precision, recall, and F1-Score. Fig. 1(b) depicts the precision, recall, and F1-Scores
obtained for both the normal and abnormal classes. For the normal class, which consists of 38 videos,
our method achieved impressive results with 97% precision, 93% recall, and an overall F1-Score of 95%
on the test set. Similarly, for the abnormal class, which includes 42 videos, our method attained high
accuracy scores, achieving 93% precision, 97% recall, and F1-Score of 95% on the test set. These results
indicate the effectiveness and robustness of our proposed method in accurately distinguishing between
normal and abnormal actions in mobile videos. The high precision and recall values, along with the
balanced F1-Scores, demonstrate the reliability of our approach, thereby validating its potential
applicability in mobile action recognition tasks.

Additionally, to gain insight into the interpretability of our approach, we conducted qualitative analysis
and presented the results in Fig. 1(c) using LayerCam|[3]. In the case of the normal class (representing
no mobile phone), the resulting heatmaps indicated that the learned features by our method were
primarily activated at the arm regions, reflecting its emphasis on capturing actions that do not involve
mobile phones. Likewise, for the abnormal class (indicating the presence of a mobile phone), the
heatmaps were activated around the camera region of the mobile device, highlighting the effectiveness
of our method in identifying actions involving mobile phones. This qualitative analysis reinforces the
validity and interpretability of our proposed approach and offers valuable insight into its feature learning
capabilities.

Keywords : Deep Learning, Action Recognition, Personal Computer Security.
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Fig. 1. Our proposed framework for detecting screen recording actions using a mobile phone (Fig. 1a)
involves preprocessing the frames and passing them through the Mobilenet-v2 architecture with a
module for feature shifting. Fig. 1b depicts the quantitative results for both normal and abnormal

classes, whereas Fig. 1c demonstrates the qualitative results for these classes.
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Automatic Data Transformation System for Regressor and
Classifier
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Abstract: In this paper, we propose an automatic data transformation system for regressor and classifier
in machine learning. Also, the proposed system applies inputted data to classification and regression
machine learning algorithms without considering the attributes of the inputted data. The proposed
system performs well even when discrete data to regressor or continuous data to classifier.
Comprehensively, when applied to any algorithm, the proposed system correctly predicts outcomes
regardless of inputted data properties.

Keywords: Discrete Data; Continuous Data; Regressor; Classifier; Machine Learning

Introduction

The low code method partially completes the confused aspects of machine learning to effortlessly
access unfamiliar machine learning coding, such as selecting data attributes. Besides, a low code-based
machine learning method enables a non-expert (a novice or developer in other fields) to use machine
learning easily without expertise [1]. In this paper, we propose an automatic data transformation system
for regressor and classifier in machine learning. The proposed system automatically converts data
according to discrete and continuous attributes. In other words, the proposed system transforms discrete
into continuous data and vice versa by using line spacing and quantiles methods. Accordingly, the
proposed system enables non-experts in machine learning to achieve highly accurate predictions even
when applying algorithms that do not match the attributes of the inputted data.

Proposed System

The proposed system consists of a User Input, Auto Data Converter, Data Attribute Evaluator,
Algorithm Selector, Predicted Result Evaluator, and Evaluation Indexer, as shown in Figure 1. Our
system converts the original data input to the target data’s attributes whether they are discrete or
continuous. Our system automatically transforms inputted data into an appropriate format for machine
learning algorithms. In case of discrete data input, our system transforms by mapping even spacing data
into uniform continuous data. In case of continuous data input, our system transforms by dividing
continuous data into unique quantiles.

<Data Attribute Evaluator >

<User Input>
Data
Fram

Evaluated
Target Data

User Prediction

HEl

<Predicted Result Evaluator> | predicted | <Evaluationindexer> ‘
Result

Figure 1.  Proposed System Diagram

We applied several algorithms, such as SVR, KNeighborsRegressor, and LinearRegression as
regressors and SVC(Linear kernel), SVC(RBF kernel), LinearSVC, KNeighborsClassifier,
RadiusNeighborsClassifier, MLPClassifier, VotingClassifier, RandomForestClassifier,
GradientBoostingClassifier as classifiers. For the evaluation, we experimented a performance test with
two datasets(‘Laliga player stats’[2], and ‘winequalityN’[3]). As a result, the proposed system showed
about 86%, 85% high performance on the classification accuracy and a 0.18, 0.7 low error rate on the
regression MAE in.
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Figure 2.  The proposed system can apply classification and regression algorithms to generate learning

models regardless of the attributes of the inputted data.
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Abstract: This paper presents a collaborative and comprehensive approach to addressing the escalating
threat of deepfakes, leveraging diverse methodologies within the realms of deep learning, biometric
forensics, and innovative image forgery detection techniques. Acknowledging the challenges faced by
traditional convolutional neural networks (CNNs) in cross-dataset evaluations and their dependency on
large training datasets, our research focuses on evaluating the effectiveness of deep face recognition in
detecting deepfakes. In tandem, a biometric-based forensic technique is introduced, combining static
facial recognition with temporal, behavioral biometrics. This approach proves efficacious across large-
scale video datasets and in-the-wild deep fakes. The issue of synthesizing photo-realistic fake images
through generative adversarial networks (GANs) is addressed with a deep learning-based approach
utilizing contrastive loss, surpassing conventional image forgery detectors. Furthermore, a method
rooted in face recognition is proposed for precise detection of DeepFake digital images. Leveraging
Facenet, this approach extracts face image feature vectors, allowing machine learning algorithms to
achieve binary classification of real and fake face images. Collectively, these collaborative
methodologies offer a robust and versatile strategy for detecting deepfakes, combining the strengths of
deep learning, biometric forensics, and innovative image forgery detection techniques. The proposed
approach aims to enhance accuracy and efficiency in identifying synthetic media, safeguarding against
the potential threats posed by deepfake technology.

Keywords: Deepfake Detection, Deep Learning, Biometric Forensics, Image Forgery, Fusion
Techniques, Cybersecurity.

Extended Abstract
As technology advances, so does the risk of encountering highly convincing and deceptive content
known as deepfakes [1]. These sophisticated manipulations, generated using deep learning techniques,
pose serious threats to various aspects of our lives, including privacy, national security, and the
trustworthiness of information in democratic processes [2]. Recognizing the urgency of this issue, our
research seeks to develop a more effective and comprehensive solution for detecting deepfakes with
the investigation phases as shown in figure 1.

DEEPFAKE DETECTION SYSTEM

CORE S;RATEGY INVESTIGATION
PHASES
« Explore Deep Face « Deep Face Recognition
Recognition « Loss Function and

« Experiment with Loss
functions « Integration of Static and

« Investigate Generation —_—> Temporal Biometrics
techniques Loss for

« Integ ery Detection
Temporal Biometrics « Binary C ation

with Facenet for

grate Static and Image

DeepFake Images

Figure 1. Core strategies and Phases of the proposed method.
Current methods for spotting deepfakes face challenges, particularly in terms of accuracy and
adaptability [3]. In response, our approach combines the strengths of advanced technologies,
specifically deep learning, biometric forensics, and image forgery detection. We aim to create a more
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robust system that surpasses the limitations of traditional methods, which often rely on binary
classification and specific datasets for training.

At the core of our strategy is an exploration of how well deep face recognition can identify deepfakes.
By experimenting with various loss functions and generation techniques, we hope to improve upon the
shortcomings of common methods like convolutional neural networks (CNNs) [4]. Additionally, we
introduce a new method that merges static facial recognition with temporal, behavioral biometrics,
offering a more flexible approach that can adapt to real-world scenarios.

Our investigation also delves into image forgery detection using contrastive loss, a technique grounded
in deep learning that proves superior to traditional detectors in identifying artificially generated fake
images. Furthermore, we introduce a unique approach to detecting DeepFake digital images by utilizing
Facenet in a binary classification framework, eliminating the need for extensive fake data during
training [5].

Through this collaborative fusion of methodologies, our research aims to contribute to the ongoing
efforts in countering deepfake threats. By addressing current limitations and proposing innovative
solutions rooted in accessible language, we aspire to make a meaningful impact in safeguarding the
trustworthiness of visual content in the face of increasingly sophisticated synthetic media.
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Abstract: Score function is designed by the consideration of Intuitionistic Fuzzy Sets (IFSs) characteristic. On
the necessity from more generalized data, the research on IFSs is necessary to the decision making problem.
Existing researches on the score function design with IFSs include additional accuracy function to complete
decision. In this regard, effective score function has been needed to carry decision. More accurate score function is
designed in this paper. And the calculation results show the score function usefulness.

Keywords: decision making; score function; intuitionistic fuzzy set

Introduction

Decision making problem solving with vague data has been emphasized by numerous researchers [1-5]. It has
advantage on the data flexibility, and actual data application view points. However, it also had some limitation on
th objective data processing and membership criterion. Specifically, on the treatment on hesitation, so it invoked
the decision accuracy problem in the existing research [1,2].

In this regard, research on hesitation related with decision making is necessary. First, hesitation analysis on the
membership and non-membership function will be addressed. With the information we have, effective score
function is applied to the decision making problem. To be more general objective, multi-criteria decision problem
is considered.

Paper is organized as follows; fundamental analysis on hesitation is followed in the next section. Score function
is proposed and proved by the consideration of hesitation. And we will discuss how the score function apply to the
decision problem.

Methodology
A. Intuitionistic Fuzzy Sets (IF'Ss)

Since Zadeh introduction, fuzzy sets (FSs) membership and non-membership functions are defined as; pA(x) and
vA(x) on FSs. An A in FSs, uA(x) and vA(x) are belong to the value inbetween [0, 1] over the universe of discourse
x € X. From the specific relation in IFSs, mA(x) = 1 — uA(x) — vA(x) is defined as the hesitation degree by
Atanassov [6]. Together with pA(x) and vA(x), the following basic definition is illustrated. IFSs is defined over the
universe of discourse X = {x1, x2, ---, xn} as follows:

V={(x, ul(x), vi(x) )|x € X, ul(x) € [0,1], vi(x) € [0,1], 0 < pl(x) + vI(x) < 1}

where, ul(x)and vI(x) denote a membership function and non-membership function of x in X,
respectively.

Furthermore, if pul(x) + vi(x) = 1, IFSs V is considered as a standard FSs. It is clear that hesitation
satisfies one as ul(x) + vi(x) — 0, that is, it approaches to origin. Pure FSs means that it has no
hesitation, ul(x) + vi(x) = 1 . Relations between membership degree and non-membership degree are
defined by positive hesitation; 0 < ul(x) + viI(x) < 1. Negative hesitation is also investigated in our
existing research [7].

Hesitation inside of Membership Function
Consider the component in the graphical representation in the existing research [6],
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Figure 1. Information distribution in two dimensional space

four information types are illustrated in Fig. 1 [6], and membership and non-membership degree design are
obtained by considering A C F, B C G. The information inclusion relation, A C F,B C G, FN"G=¢, and FUG
C E for the universe of discourse E=A U B U C U D. Two information case, F and G, uF(x) + vF(x) < 1 and
UG (x) + vG(x) < 1 are satisfied. Atanassove derived membership and non-membership functions uF (x) and vF(x)

on IFSs.
e Proposition 1. For the two information of Fand GinE=A U B U C U D, membership and non-membership illustrate

following property; for x € E, uG (x) = vF(x) and pF (x) = vG(x).

Hence, hesitation G (x) = 1 — puG(x) — vG(x) shows the same value with mF (x). Furthermore, it has big advantage

to recognize non-membership function from the comparable membership function.

¢ Proposition 2. Hesitation on IFSs are derived from the additional information besides of two corresponding data.

Evaluation
B.  Score Function for the Decision Making

For A and B in IFSs, existing score functions and decision-making strategies are recalled, and the operator

<" shows the preference of different IFSs, A < B stands the score of A is less than that of B, which means we do
prefer B than A.

The score function SC(A) was proposed by Chen and Tan [1], and it was expressed as follows:

SC(A) = pA(x) — vA(x) (D)
where SC(A) exists over [—1,1]. When S(4) < S(B) is satisfied, it is indicated by the preference A <B.
However, (7) faces the difficulty in the decision when it satisfies S(4) = S(B). In order to overcome this
difficulty, an accuracy function H(A) was proposed by Hong and Choi [4]:

H(A) = pA(x) + vA(x) 2
where H(A) € [0,1].

Large H(A) implies more information is clarified, then it can be the supplement property to make decision.

However, it still insufficient to consider the hesitation property [3].

A score function SL(A) by Liu and Wang was also proposed by the consideration of hesitation [5]:

SL(4) = puA(x) + uA(x)mA(x).

We have proposed a new preference scale function in IFSs for decision-making with IFSs, which is based

on a pair of independent two-dimensional vectors composed of the membership and non-membership degrees of
an IFS; u(x) and v(x). The preference scale dependency on the difference between membership and non-
membership degrees is emphasized in Corollary 1. Compared with the existing research, the proposed score
function showed clear decision results with the help of strict monotonic properties.
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Abstract: Online machine learning, also referred to as incremental or streaming machine learning, is a
specialized field focused on processing data in a sequential, real-time manner. This paradigm involves
continuously updating models as new data arrives, facilitating dynamic learning and adaptation.
Striking a delicate balance between leveraging the most recent information and retaining knowledge
from previous data is a key challenge in online machine learning. This abstract offers an insightful
overview of the field's significance in managing dynamic and evolving data streams. The importance
of algorithms capable of incremental learning, adapting to changing patterns, and making real-time
predictions or decisions is explored. Online machine learning's applications span diverse domains such
as finance, e-commerce, social media analysis, and sensor networks, addressing scenarios where
continuous data influx necessitates swift decision-making. Its capabilities extend to anomaly detection,
predictive analytics, recommendation systems, and dynamic pricing. The abstract delves into the
challenges associated with online machine learning, including the intricate trade-off between model
complexity and computational efficiency. Furthermore, it emphasizes the need for techniques to handle
concept drift, limited resources, and data quality issues. In conclusion, online machine learning provides
a potent framework for managing streaming data and facilitating real-time decision-making. As a
continuously evolving research area, ongoing efforts are dedicated to developing efficient algorithms
and techniques that can effectively address the unique characteristics and challenges posed by sequential
data.

Keywords: Online Machine Learning, Dynamic Data Streams, Real-time Learning, Incremental
Algorithms, Concept Drift, Sequential Data.

Extended Abstract

In today's world of generating massive amounts of data, it's crucial to keep up with constant changes
and learn from incoming data streams [1]. Traditional machine learning methods were designed for
static datasets, where all the data is available at once. However, these methods struggle to handle real-
time updates and changing data [2]. This is where online learning algorithms come in. They're
specifically created to handle data that comes in sequentially, allowing models to adapt and improve
predictions as new data points arrive. This makes them well-suited for dynamic environments where
the nature of the data changes over time. Figure 1 shows the process of Machine learning in the dynamic
environment.

X (((
!
l
o
0

Train model E J
M —’ Add new data
Get initial data
Get a result
Figure 1. Machine learning process

This research paper aims to explore and understand online learning algorithms tailored for real-time
data streams. Three main areas will be covered:
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e Implementation of Select Algorithms: Explanation and implementation of specific online learning
algorithms, such as Adaptive KNN, Online K-Means, and Passive-Aggressive Algorithms. These
algorithms are chosen for their popularity, performance, and diverse techniques [3]. The focus is on making
these algorithms adaptable to real-time learning scenarios.

e Analysis of Algorithmic Approaches: In-depth examination of how different online learning algorithms
perform. This includes looking at their strengths, limitations, and trade-offs under various conditions and
with different datasets. The goal is to gain insights into their effectiveness in different situations.

e Practical Applications Across Domains: Exploration of how online learning algorithms, specifically
Adaptive KNN, Online K-Means, and Passive-Aggressive Algorithms, are used in real-world situations.
Examples will be highlighted in areas like online advertising, recommendation systems, fraud detection,
and anomaly detection [4]. The aim is to emphasize the practical benefits and implications of using these
algorithms in different real-world scenarios.

The thorough analysis of algorithmic approaches, considering their strengths, limitations, and trade-
offs, provides valuable insights into their performance under diverse conditions and with different
datasets. Moreover, the exploration of practical applications across domains, including online
advertising, recommendation systems, fraud detection, and anomaly detection, highlights the versatility
and real-world significance of these algorithms. In essence, this research contributes to the ongoing
discourse on the importance of online learning algorithms in adapting to the demands of real-time data
streams. This paper provides a comprehensive perspective on the role and impact of online learning
algorithms in contemporary machine learning practices.
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Abstract: In modern society, the use of mobile devices is considered an essential tool, deeply rooted
in many aspects of our lives[1]. These devices provide us with convenience, but also cause various
problems. Among them, the issue of business secret leakage is particularly noteworthy. Such leakage
poses a serious threat to the security of the company, and as a result, it can have a negative impact on
the stability and growth of the company[2]. Therefore, it is important to raise awareness of these
issues related to the use of mobile devices and to establish appropriate response measures. Various
papers are conducting related research, and the method of using SSD and Faster-RCNN series deep
learning models is mainly dealt with recently[1]. In this study, we researched a method to reduce
False-positive in order to find mobile devices in the video with higher accuracy. For preprocessing,
we used Discretization[4-5] to determine one of the hyperparameters of YoloV8[3], the Confidence
Score, and then assumed that it takes about 1 second to take a picture using a mobile device[6]. Using
that assumption, we used a Short-term filter to remove things that look similar to mobile devices for a
short time due to the movement of people in the video, thereby reducing the errors found. According
to the experimental results, we were able to significantly reduce errors compared to using the standard
YOLOVS.

Keywords: Object detection, Mobile device, Security Threats

Mobile
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Figure 1. Suggested system diagram

Firstly, let me explain the discretization process. Discretization, also known as interval semantics,
refers to dividing continuous variables into various categories. We primarily utilized the preprocessing
library of scikit-learn for this purpose. Secondly, when drawing a confirmed Box using the trained
YOLOV8 model, we filtered out all things that did not last for more than 1 second. We used the Relative
Approximate Error method to quantify the size of the error value. As a result, while 5,439 (97%) were
detected due to False Positive where 2,760 pieces of data should have come out in the normal process,
after conducting discretization and short-term filter, 2,701 (2%) were found in the experiment.

U — Vapprox

4 =100% x n = 100% x

v
Figure 2.  Relative Approximate Error
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Abstract: YouTube is a video-sharing platform that launched in 2005. For YouTube videos, the number
of views varies depending on the title. In this paper, we analyze the number of views according to the
title of Korean YouTube videos using a machine learning regression algorithm. In this paper, we learn
the YouTube title as a feature value and the number of views as a target value. In this paper, we analyze
using six machine learning regression algorithms (LinearRegression, KNN_ Regression, SVR,
KernelRidge, DecisionTree Regressor, and Gradient Boosting Regressor).

Keywords: YouTube, Machine learning, Regression, KernelRidge

Introduction

YouTube has a structure in which video creators' profits increase as the number of views increases.
[2] Among YouTube metadata, the composition and length of the title determine the number of views
on YouTube. [1] In this paper, we analyze the correlation between YouTube titles and views using six
regression machine learning algorithms(LinearRegression, KNN_Regression, SVR, KernelRidge,
DecisionTree Regressor, and Gradient Boosting Regressor). YouTube's title data is nonlinear string
data. This paper used the CountVectorizer algorithm to predict the number of views according to the
title. Countvectorizer is a method that extracts features from frequently appearing words in each
document and vectorizes them. [3] In this paper, we learn using a nonlinear regression algorithm.

Analysis of the Number of Views according to the YouTube Title using a Regression
Algorithm
In this paper, we use a machine learning regression algorithm to predict the number of views based on
YouTube titles. Figure 1 is a diagram of the proposed system.

Train Module
Youtube data Analysis of
(Title, View) e ol Performance each
Algorithm
Preprocessing
(Countervectorizer)
Figure 1. Diagram of the View Prediction System according to YouTube Title

This paper learns using 1000 YouTube titles and view count data. The proposed system embeds
YouTube title data collected using a countervectorizer algorithm. The CountVectorizer algorithm is a
frequency-based embedding technique that is intuitive and simple.[3] This paper learns embedding data
through six regression algorithms (LinearRegression, KNN_Regression, SVR, KernelRidge,
DecisionTree Regressor, and Gradient Boosting Regressor). Performance is evaluated through
regression algorithm evaluation indicators (MSE, RMSE, and R2 Score).
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Conclusion
This paper confirmed the algorithm that yields the highest r2Score by analyzing six machine learning
regression algorithms. As a result, the KernelRidge algorithm achieved the highest performance with
an 12 Score of 0.91.
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Abstract: This paper presents a study on Philippine music genre classification. The dataset was
manually created by sampling audio features from 1,400 Philippine music tracks on seven genres,
namely: Rondalla, Kundiman, Kulintang, Manila Sound, Pop ballad, Rock, and Rap. A total of
57 audio features were extracted using Librosa (python library for audio analysis) for each track,
creating a dataset with size (1400, 57). Hyperparameter tuning was performed on the models using
grid search with cross validation to find the best hyperparameters. The performance of the models
was based how well each model performed on unseen data. After classifying the data, the models
were evaluated using accuracy (model analysis) and recall (genre analysis). The results show that
k-nearest neighbors, support vector machine, and random forest were the best-performing models,
while decision tree was the worst-performing model as shown in Table 1. Findings in this study
aligned well with [1] and [2], where KNN, SVM, and random forest were the highest scorers.
SVM scored 90% in handling this multiclass dataset, but it differed from the findings in [3], where
SVM poorly performed with multiclass.

Rondalla: was easiest for the models to predict because the songs follow consistent musical
patterns. The same was true for Kulintang (0.90 recall) as it sounded distinctly due to its
instruments that no other genres utilized (gong ensembles). Kundiman, with 0.89 recall, is more
complex with its varied vocals but was classified by the models well. Rap leveled with Kundiman
due to its consistency in beats, percussive elements, and vocal cadences. Manila Sound was the
genre, where most Rock mispredictions were found. This finding aligned exactly with [1], where
most of the misclassification of Rock was concentrated on the disco genre. Manila Sound, the
least predictable genre, was a fusion of musical styles from Filipino folk, Western music, and
Latin rhythms — making it diverse and hard to predict for the models. Rondalla was the most
predictable genre, followed by Kulintang, Kundiman, and Rap. Pop ballad, Rock, and Manila
Sound were the difficult genres to predict. This study implies that popular machine learning
models work well with the classification of Philippine music.

Keywords: music genre classification, machine learning, Philippine music, audio features

Table 1. COMPARISON WITH RELATED STUDIES

Dataset KNN SVM Random forest |Logistic regression Decision tree
This study 91.6% 90.62% 89.98% 82.67% 71.06%
Spotify [7] 68.40% 72% - -

GTZAN 1, 2] 92.69% 74.72% 80.28% 67.52% -
GTZAN [6] - 68.9% - 74.3%
MSD [3] - 52% 62% - 61%
GTZAN [4] 67.5% 82.55% - 67.5% 77.5%
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A National Snapshot of Assistive Technology for Students with
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Abstract: Assistive technology (AT) which has been incorporated into the Act on Special Education
for Disabled Persons, Etc. since 2008, supports students with special needs. The Ministry of Education
and the State Office of Education has provided financial support to encourage the accessibility and
utilization of AT among these students. However, the practical implementation for students with special
needs does not consistently align with these efforts, and there is a notable lack of comprehensive
research on the subject. Recognizing the significance and urgency of documenting the national AT
landscape (Okolo & Diedrich, 2014), this study aims to capture the usage of AT across the country. The
analysis is based on data from the 2020 Special Education Survey (V), mandated by the act to be
conducted every three years.

The study purposed to describe the most prominent use of, or perceived unmet needs for AT and to
compare the characteristics of users, non-users, and those expressing perceived unmet needs with
respect to disability type, school level, educational placement, and socio-demographic features.
Respondents for the data included a nationally representative random sample of 9,056 parents/guardians
of students with special needs aged over 3 years, selected from a total population of 89,975 students
with special needs. AT needs included disability-specific AT such as glasses, cane, screen reader, braille
printer, braille information terminals, speech-to-text output, voice memory, magnifier, etc., in case of
visual impairments. Unmet needs were defined as not receiving all needed AT. Descriptive statistics
and logistic regression analysis were used to analyze data.

Data analysis involves the use of descriptive statistics and logistic regression analysis. The study
provides parent-reported rates of AT use and perceived unmet needs based on various variables.
Approximately twenty-four percent of students with special needs use AT, while thirty-seven percent
do not require AT, and sixty-three percent have unmet needs. A noteworthy finding is that the likelihood
of unmet AT needs is higher for students placed in general education classrooms compared to those in
special schools and/or special classrooms. The implications and suggestions from the study findings for
AT policy and future studies were discussed.

Keywords : assistive technology, National Special Education Survey, students with special needs, S.
Korea, unmet needs
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Abstract: This study attempted to confirm the usefulness of Korean painting in art therapy through
literature analysis from the perspective of therapeutic factors. Therapeutic factors are mechanisms that
evoke therapeutic changes that occur in the process of counseling(Yalom & Leszcz, 2005). In order to
convincingly assert the usefulness of art therapy, it is necessary to explore specific therapeutic factors
that evoke its effectiveness(Lee, 2016). Korean painting is a very Korean sort of expression based on
Korean sentiment and aesthetics with Korean materials(Noh, 1995). In Western painting, artists
prioritize changes in light and shade or spatial-temporal situations caused by sunlight, while Korean
painting different from this approach by emphasizing the essence and inner nature of the material around
spirituality and symbolism(Jeong, 2004). However, art therapy approaches using Korean painting are
not actively carried out in Korean art therapy fields, and this phenomenon is the same trend in related
research.

In order to conduct the study, Literature data related to the therapeutic factors were collected through
the books of Korean painting and academic research on Korean painting art therapy. Academic research
were searched by entering key words such as 'Korean painting & art therapy', 'Asian painting & art
therapy', 'Ink painting & art therapy', ‘Asian color-Ink painting & art therapy' and ‘Asian color painting
& art therapy’, respectively. A total of eight academic papers were selected according to the inclusion
and exclusion criteria of this study. In the case of the book, 'Korean painting', 'Asian painting', 'Ink
painting', Asian color-ink painting', 'Asian color painting' were searched as key words by institute of
providing academic data. Likewise, a total of 12 books were selected according to the inclusion and
exclusion criteria. A total of 20 works, including academic papers and books, were selected as the final
literature data. First of all, 391 basic statements related to art therapy factors inherent in the
characteristics of Korean painting were collected from literature data. 151 statements were organized
based on the four stages of integration and editing of qualitative data presented by Giorgi(1985). Three
participants were asked to evaluate statements suitability for therapeutic factors of Korean painting art
therapy. One is who majored in art therapy in graduate school while working as a Korean painter, one
who is a professor of art therapy at the university and has more than four years of experience in Korean
painting, last one who has been working as an art therapist for more than 10 years and has experience
of studying therapeutic factors of art therapy. The participants derived 94 final statements and evaluated
the importance of each statement on a 5-point scale. Each of these statements was made of cards and
each card was categorized according to similarity by researcher.

The results of the study are as follows. The statements were categorized into 7. The first category
consisted of 18 statements, and it was named Visual representation based on understanding of the
Invisible dimension(importance: M= 3.96, SD=.376)’. The second category consisted of 13 statements,
and was named ‘communication with the outside world due to internal reflection(importance: M= 4.1,
SD= .675)’. The third category consisted of 7 statements, and was named ‘self-completion through
discipline(importance: M= 4.05, SD= .406)’. The forth category consisted of 5 statements, and was
named ‘Expressions in a free state facilitated by the use of Korean art material(importance: M= 4.13,
SD=.181)’. The fifth category consisted of 16 statements, and was named ‘experience of mental and
physical stability (importance: M= 4.19, SD= .730)’. The sixth category consisted of 14 statements,
and was named ‘learning harmony with the outside through experiencing nature(importance: M= 3.93,
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SD= .417)’. The seventh category consisted of 21 statements, and was named ‘ Acquiring psychological
resources through abundant aesthetic experience(importance: M= 4.21, SD= .307)’. This study
attempted to classify and categorize therapeutic factors of Korean painting art therapy based on a
literature review, and it also evaluated their significance in terms of importance. Based on the result, it
is intended to lay the groundwork for the practical application of Korean painting art therapy in the art
therapy field and related research.

Keywords : Korean Painting, Art Therapy, Therapeutic Factors
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Abstract: Due to the rapid advancements in artificial intelligence (Al) technology, its adoption and
dissemination have accelerated, characterizing the current era as the age of Al (Bah & Artaria, 2020).
The growing prominence of Al underscores the increasing significance of Al education within the field
of education. The integration of Al is bringing about substantial transformations in the lives and
education of students with disabilities. However, challenges such as limited cognitive abilities and
restrictions in accessibility pose obstacles to the effective utilization of the internet and digital devices,
impeding Al education for students with disabilities. Consequently, a noticeable digital divide has
emerged between students without disabilities and those with disabilities in educational settings (Ok,
Park, & Kim, 2023).

The purpose of this study was to investigate the experiences and perceptions of special education
teachers regarding the use of Al for educating students with disabilities, as well as to identify strategies
and support needs for successful use of Al in the special education fields. To achieve this, an online
survey was conducted with 330 special education teachers in K-12 schools nationwide in the Republic
of Korea, and the collected data were analyzed using descriptive statistics.

The key findings of this study are summarized as follows: First, special education teachers had a
relatively low level of knowledge regarding the use of Al in the education of students with disabilities.
However, they demonstrated a high level of interest and a strong intention to incorporate Al in the future.
Similarly, while they recognized the necessity of Al education for students with disabilities, they felt
inadequately prepared for Al education.

Second, the utilization of Al for teaching students with disabilities among special education teachers
was found to be low. Those who had used Al reported they predominantly employed it for 'supporting
teaching and learning activities' and 'recommending/selecting teaching materials and media.' Also, it
was reported that they used Al devices such as Al speakers, Al robots, generative Al, and Al-based
educational programs, as well as speech recognition programs for teaching students with disabilities.

Third, special education teachers identified subjects such as mathematics, language arts, career and
vocational education, and creative experiential activities as suitable for incorporating Al. They
emphasized the significance of Al in implementing teaching and learning plans for students with
disabilities, particularly for 'supporting teaching and learning activities,' 'recommending/selecting
teaching materials and media,' and 'providing information for teachers to improve teaching and students
to improve learning.’

Fourth, a majority of special education teachers believed that the introduction of Al would positively
impact on special education in the future. They highlighted advantages such as 'access to various
teaching materials,' 'stimulation of interest and participation in learning for students with disabilities,’
'accumulation and analysis of student academic achievement data,' and 'realization of individualized
education." However, they also acknowledged limitations and challenges, including 'the lack of Al
content and teaching materials suitable for the educational needs of students with disabilities,' 'burden
on teachers for acquiring and using new technology, 'lack of expert consulting and training
opportunities to support Al education' and privacy violations, information leakage, and problems with
information management and protection.'

Fifth, a significant number of special education teachers had participated in Al education training
experiences of less than 5 hours and their interest in participating in such training was very high. They
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expressed that effective Al education training should encompass contents such as ‘practical training on
the use of Al content for teaching students with disabilities’, 'methods of integrating Al into the
curriculum,' and 'sharing experiences and success stories on the educational use of Al.’

Lastly, special education teachers identified support needs for successful Al education for students
with disabilities, including 'the development of Al content and tools suitable for the educational needs
of students with disabilities,' 'development of textbooks and manuals on the use of Al for teaching
students with disabilities’, 'provision of teacher training to enhance their ability to use AI' and
'establishment of a physical environment for the use of AL’ Based on the results, the implications for
the field and future research directions will be discussed.
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Abstract: This study developed metaverse-based educational content for positive behavior support
(PBS) to prevent challenging behaviors in students with developmental disabilities, utilizing the
advantages of metaverse-based education in overcoming spatial and temporal constraints and enhancing
learner engagement and immersion. The educational content was designed to improve social skills in
connection with the social studies curriculum of the 2015 special education curriculum. The
development process involved the following steps: First, we conducted a literature review and needs
assessment of special education teachers regarding the application of metaverse in education. Second,
we analyzed the special education social studies curriculum and extracted relevant educational content
related to social skill enhancement. Some of this content has been presented in Table 1.

Table 1.  The examples of Social Studies Achievement Standards and Extracted Social Skills according

to 2015 Basic Curriculum of Special Education
Achievement Standards Social Skills

Organizing, tidying up, and cleaning my home
The tasks I need to do at home

Organizing, tidying up, and cleaning in my classroom

[6 social studies 01-02] Know and practice what to do on
your own in everyday living spaces such as home and

school.

The tasks I need to do in my classroom

Third, Based on this content, we have set up four social situations (tidying up at home after returning
from school, having lunch at school, organizing the house, purchasing items from a store for errands at
home) and created a preliminary storyboard to teach social skills in each situation. Some of the content
from the preliminary storyboard for the situation of tidying up at home after returning from school is
presented in Table 2.

Table 2.  Some of the content from the preliminary storyboard for the situation of tidying up at home
after returning from school
Situation Place Behavior
Say hello
Organizing one’s shoes

Put your bag in place

tidying up at home after home Hanging clothes on hangers
returning from school (entrance-living room-my room) Taking off your socks and organizing them
Washing your hands

Organizing my room
Check notification letter / Getting ready for school

Fourth, based on the storyboards, we collaborated with a metaverse development company to develop
the metaverse educational content. We have created storyboards for each scene to enable
implementation in a metaverse environment, including titles, backgrounds, screen descriptions,
interactions, and specific plans for BGM/Effect/subtitles. Figure 1 shows a specific storyboard plan for
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one of the scenes in the overall social situation and how it has been implemented in the metaverse
environment.

Storyboard
PO T 24
Title | Say hello(when you say goodbye) ONOI000I0100,
Scene  #1 Setting  In front of house
Screen description ﬁ
setting: the side of a residential roac/ when: afternoon Had
heERELE
The scere before getting off the school bus and going heme 1. Hello 2. Tha.ou 3. Good bye im:m“!mu
The main character is stancing with his back to the screer, and
the bus and the teacher are seen far away,
1. 2R,
# 2 206
Interaction BGM / Effect / Subtitle B
1 seshe b andhe main creracterlonk a e tesche and st sanding g [— 3092
Iteracior] 1, Gestrgswhen e mest helofhieto mest you
P . 253y goodoye: good byefeeyoubebe
teached) Junnoc, get home i’ 3 Gretng nhenve terk terks/herkyou
tucknt) ( shouic sy e o the teacer)
Wesicn) Bl cmston marc ppesscn opcf e e
teacher.

icht greeting
(choice) 1. helo./ 2. thankyou / 2 good bye.

~fcored]

(lecches) yes Junvoo® A see you tomoow~

(quide) Great et go home now. frove o e housel

ncomec] S
(qude) sty again. (giving hits)

Figure 1. A specific storyboard plan, and an implemented scene in the metaverse
environment.

We conducted a validity and usability evaluation forum with experts to assess the developed content
and the execution of the metaverse. The final metaverse educational content was completed based on
the feedback received. The social skills-enhancing metaverse educational content developed in
connection with the special education curriculum is expected to greatly benefit students with
developmental disabilities in improving their social skills, and it is anticipated to be widely utilized
during school curriculum hours. It is suggested to develop instructional materials and manuals for
systematic utilization of the social skills-enhancing metaverse educational content in both school and
home settings.

Keywords : Metaverse, Educational content, Social skills, Students with developmental disabilities
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Abstract: This study aims to verify the effects of positive behavior support through non-face-to-face
coaching on self-harming behavior and classroom participation of high school students with
developmental disabilities. Positive behavior support through non-face-to-face coaching was
implemented for one high school student with developmental disabilities in a special education school.
A total of 42 sessions were conducted, consisting of 2 sessions of face-to-face coaching and 7 sessions
of non-face-to-face coaching. To observe self-harming behavior and classroom participation, a total of
50 minutes, including morning class time and break time, were observed. Considering the behavioral
characteristics, the observation was divided into 16 intervals at 3-minute intervals to measure the
occurrence rate of behaviors. Behavioral interventions were conducted through indirect and direct
assessments to evaluate the function of behaviors. Various multi-component intervention strategies
were formulated considering different situations and environments, and the changes in behavior were
analyzed after application. Positive behavior support through non-face-to-face coaching resulted in a
reduction in self-harming behavior and an increase in classroom participation among high school
students with developmental disabilities. Furthermore, the reduction in self-harming behavior and the
increase in classroom participation were sustained even after the intervention ended. Within the context
of a special education school, self-harming behavior of high school students with developmental
disabilities decreased, and their participation in class increased. Additionally, behavioral changes were
maintained even after the withdrawal of the intervention. These findings suggest that positive behavior
support through both face-to-face and non-face-to-face coaching can be effective in bringing about
behavioral changes in high school students with developmental disabilities. Visual graphs depicting the
behavioral changes of high school students with developmental disabilities are presented in Figure 1.

Keywords: Non-face-to-face coaching, positive behavior support, developmental disabilities, self-
harming behavior, classroom participation behavior
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Figure 1. A sample line graph
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Abstract: Radar sensor is major technology of defense to detect the range and velocity of object using
microwave echo signal. Todays, in commercial area, the radar sensor has focused on applying the
various applications. However, the current killer application of radar sensors was limited to the
applications of smart cars [1]. Recently, with the smart platforms such as smart buildings, smart homes,
and smart cities, radars are beginning to be applied to various fields such as home appliances, lighting,
and security[2]. The optical based sensors such as camera and lidar are very sensitive depending on the
external environments of weather and lighting condition. Moreover, because these sensor can exist
about privacy concerns, there is a sense of reluctance among consumers [3]. In other hands, the radar
sensor is very robust against the external conditions, and it can directly detect range between radar and
object and the radial velocity of moving target. The radar sensor also detect the vital sign of human [3].
But, because the radar sensor has very low angel resolution compared with camera sensor, there is
limitation to classify the type of objects [3]. Moreover, unlike camera sensor, since the radar sensors
require customized hardware for each application, while camera sensor, making difficult for radar
sensors to apply the various area. In spite of these limitations, the radar sensor is very attractive solution
to detect human. If radar sensor can easily classify the human among other objects, the solution can be
applied into the various smart applications. In addition, if radar sensor can identify the individual person
using the detected vital sign and motion signature, the radar sensor can become the major sensor for
surveillance and security applications.

One of the popular radar methods in the commercial area is FMCW (Frequency Modulated
Continuous Wave) method. The FMCW can detect both the ranges and velocities of multiple objects.
However, the transceiver circuit is complicated and power is more consumed due to the PLL (Phase
Loop Look) component, compared to the CW (Continuous Wave) radar [4]. On the other hand, CW
radar can be designed with a simple architecture, but it is limitation to detect only velocity of single
object. However, the presence of moving human and the vital-sign of stationary human can be easily
measured with simple signal processing method [4]. Because the breathing signal has very low
frequency, which is close to the DC (Direct Current), it is difficult to design a sharp filter to remove
only the DC signal and pass the vital signal. Therefore, in order to detect vital signal in CW radar, we
should install the LPF (Low Pass Filter) to remove only high frequency signals such as motion of human.
On the other hand, to detect a moving object with weak echo at long range, the amplifier should be
connected into baseband. At this time, DC and low-frequency signals must first be removed to prevent
signal saturation. Therefore, it is impossible to simultaneously detect the motion of a moving human
and the breathing signal of a stationary human using the conventional transceiver circuit of CW radar
with a single baseband.

In this paper, we propose human identification scheme using detected breathing signal of standing
human and gait-rate of moving human with the designed a CW radar frot-end.

Keywords : radar, CW radar, radar signal processing, human detection.
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Figure 1. The designed radar platform concept
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Abstract: Background: The first step in successful breast reconstruction is obtaining a stable skin flap.
Indocyanine green (ICG) angiography has recently been studied for its value and usefulness in
predicting the stability of skin flaps; however, relevant prospective studies of its clinical efficacy are
limited.

Objectives: To prospectively investigate the clinical impact on breast reconstruction outcomes of
intraoperatively using ICG angiography.

Methods: Between March and December 2021, 64 patients who underwent immediate breast
reconstruction at the authors' institution were prospectively enrolled. They were classified into an
experimental group (n=39; undergoing ICG angiography) and a control group (n=25; undergoing gross
inspection alone). In the absence of viable skin, debridement was performed at the surgeon's discretion.
Skin complications were categorized as skin necrosis (the transition of the skin flap to full-thickness
necrosis) or skin erosion (a skin flap that did not deteriorate or become necrotic but lacked intactness).

Results: The 2 groups were matched in terms of basic demographic characteristics and incision line
necrosis ratio (p=0.354). However, intraoperative debridement was significantly more frequent in the
experimental group (51.3% vs 48.0%, p=0.006). The authors additionally classified skin flap necrosis
into partial- and full-thickness necrosis, with a higher predominance of partial-thickness necrosis in the
experimental vs control group (82.8% vs. 55.6%; p=0.043).

Conclusions: Intraoperative ICG angiography does not directly minimize skin erosion or necrosis.
However, compared to gross examination alone, it enables surgeons to perform a more active
debridement during surgery, thereby contributing to a lower incidence of advanced skin necrosis. In
breast reconstruction, ICG angiography may be useful for assessing the viability of the post-mastectomy
skin flap and could contribute to successful reconstruction.

Keywords : Indocyanine green angiography, near infrared camera, breast cancer, mastectomy
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Figure 1. The prospective randomized controlled study design for treatment of breast cancer

patients and subsequent reconstruction.

Patients were randomly classified into 2 groups: experimental and control. Only the experimental
group underwent intraoperative ICG angiography, and based on the results, the surgeon performed skin
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flap debridement. In the operation field, ICG was diluted in distilled water and 2 mL of this solution
was injected. After 5 minutes, we evaluated breast skin perfusion status via an infrared camera. In the
control group, intraoperative debridement was based on the surgeon’s gross inspection evaluation of
the skin flap. ICG, indocyanine green; POD, postoperative day

Logistic Regression Analysis of Variables Related to Postoperative Mastectomy Skin Flap Revision

Variable Estimate Standarderror Wald P-value Exp(B) 95% Cl of exp(B)

Lower Upper

Experimental group -1.002 0.795 1.590 .207 0.367 0.077 1.743
Mastectomy volume (mL) -0.001 0.004 0.099 753 00.999 0.991 1.006
Implant volume (cc) 0.004 0.006 0.428 513 1.004 0.993 1.015
Width (cm) -1.230 1.217 1022 312 0.292 0.027 3.175
Height (cm) -1.293 1.577 0.672 412 0.274 0.012 6.038
Surface area [cmz] 0.098 0.102 0.915 .339 1.103 0.903 1.347
Incision line (cm) -0.055 0.167 0.109 .741 0.946 0.682 1.313
Intraoperative debridement  0.409 0.790 0.269 .604 1.506 0.320 7.082
Constant 14.411 18.627 0.598 439 1813129.575 — —

Nagelkerke R‘2 =0.230; Hosmer-Lemeshow test = 6.970(.540).

Figure 2. Logistic Regression Analysis of Variables Related to Postoperative Mastectomy Skin
Flap Revision
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Abstract: In this paper, a simple and efficient method for selective positioning of Au/DNA hybrid
nanocircuits is reported by using a sequential combination of electron-beam lithography (EBL), plasma
ashing and a molecular patterning process. The nanostructures produced by the EBL and ashing process
could be uniformly formed over a large-area substrate with sub-10 nm patterning with high-aspect-ratio.
In addition, DNA molecules were immobilized on the selectively nanopatterned regions by alternating
surface coating procedures of 3-(aminopropyl)triethoxysilane (APS) and diamond like carbon (DLC)
and then immobilized DNA molecules can be rearranged into a well-defined single DNA nanowire.
These single DNA nanowires were used not only for fabricating Au/DNA hybrid nanowires by the
conjugation of Au nanoparticles and DNA nanowires, but also for formation of Au/DNA hybrid
nanocircuit. This nanocircuit prepared by Au/DNA hybrid nanowire shows up to 4.3 x 105 S/m in stable
electrical performance. This selective and precise positioning method capable of size control of
nanostructures may find application in making sub-10 nm DNA wires and metal/ DNA hybrid
nanocircuits.

Keywords : DNA, nanowire, 10nm, APS, and nanocircuits

[a] AFM topography image with the numbers 1 and 2 indicating each nanowire line array. [b]
Electrical properties (current-voltage) of nanocircuits made from Au/DNA hybrid nanowires.
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Figure 1. Nanocircuit fabrication using Au/DNA hybrid nanowire arrays fixed between two Pt
electrodes.
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Abstract: The Delays in various wireless communication technologies in using IOT devices cause
inconvenience to many people using the device. This imposes restrictions on properly enjoying various
multimedia provided by modern society, and technologies to reduce delays are also steadily increasing
to correct them. However, most studies are for connectivity at lower levels. Reducing time delay in the
new standard will help develop future technologies, but ways to reduce delays in various existing
wireless communications are expected to provide users with a better experience. In this paper, we
introduce a method of correcting the time delay in a software way. In addition, we describe how to
correct existing time delays by providing data on whether they can be corrected equally for various
devices and various wireless transmission protocols. In this paper, a protocol to reduce delay time with
Wi-Fi communication using Raspberry Pi was completed and an experiment was conducted. This is
expected to provide a better communication environment to users in the future.

Keywords : [oT, Latency Improvement, Raspberry Pi

Table 1.  Experimental results
Experimental results

Experimental method Source bytes Bytes of transferred files Average percentage

1 Fixed delay time 4.034.555 4,023,754 99.73%
2 Variable delay time Y 4,027,994 99.84%

In this experiment, P2P communication was performed using two Raspberry Pi 4B boards. The two
devices belong to different networks, and the experiment was conducted by transferring files through
UDP communication and then calculating the loss rate. However, since expensive equipment is required
to communicate and test sound quality, in this experiment, the MP3 file was binarized, converted into
a text file, and transmitted, and the device that received the text file was forced to convert the text file
back into an MP3 file. For comparison, the exchanged binary files were compared.

When communication begins, text files are read and transmitted line by line, and at this time, each line
is read by Delay to implement a variable delay time. Delay first started transmitting to Imin and
communicated by gradually increasing the delay value to the maximum Imax if the communication
status is good, that is, the loss rate is low. If the loss rate increased during communication, the
experiment was conducted by reducing the delay value again. As a result of calculating the loss rate by
repeating this process several times, it was confirmed that in addition to the method of fixing the delay
time and then correcting it, it can be corrected through a variable delay time.

Each experiment was conducted by fixing 10 different sound source files at 5 ms, and the other was
made to communicate between Imin and Imax values. fig 1. below shows the communication of sound
source files. TABLE 1. represents the average of 10 experiments. A total of 40345555 bytes of packets
were sent, and Experiment 1 was transmitted at 5 ms fixedly, and Experiment 2 was transmitted at Imax
value from Imin. The results show that Experiment 2, which is the method proposed in this study, is
0.09% more efficient than Experiment 1.
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Results: In a P2P communication experiment using Raspberry Pi 4B boards on different networks, files
were transferred through UDP, and loss rates were calculated. To simulate sound quality testing, MP3
files were binarized and transmitted as text files. The receiving device converted them back. Variable
delay times were implemented, starting from Imin and gradually increasing to Imax with good
communication status. If loss rates increased, delays were reduced. Results, based on 10 sound source
files at fixed 5 ms (Exp 1) and variable delay from Imin to Imax (Exp 2), showed Exp 2 to be 0.09%
more efficient than Exp 1, totaling 40345555 bytes sent.
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Abstract: With the development of face recognition technology, vision-based face recognition systems
are widely used. At the same time, various methods of attacking these face recognition systems have
also begun to emerge. In this paper, we implement two types of anti-spoofing systems that detect such
spoofing attacks in a face recognition system using a deep learning network. The performance of the
two systems was compared. A simple binary classifier using the entire face image and a depth
information-based classifier that estimates depth information on a pixel basis is implemented. The
performance of the implemented network was evaluated using the CelebA-Spoof database and the
results of the two networks were compared.

Keywords : face recognition, anti-spoofing, deep learning.
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Figure 1. Overall architecture of deep learning network
a) Binary classification (upper) b) Pixel-wise depth estimation (lower)

Figure 1 shows the structure of the CNN architecture used in each method. The network used in binary
classification stacked several convolutional layers and used a fully connected layer for the final output.
The final output is a vector that can immediately distinguish between a fake face and a real face. The
depth information-based classifier has a U-net [5] type network structure and uses downsampling by
convolution followed by upsampling by transpose convolution. Instead of using a fully connected layer,
the output from the upsampling stage is used directly, and the output is depth information.
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Abstract: Core exercise (CE) has been applied as a popular exercise method in the sports medicine and
rehabilitation programs. For effects of CE, these evaluating regions were limited to the axial skeleton
except for the upper and lower extremities. The main principle of core motion is to facilitate the
transmission of force and momentum from core region to the limbs according to a kinetic chain theory.
Therefore, the effect of CE on the lower extremity is positive, and it is considered that research is
necessary. We intend to study the effects of various CEs on the change of biomechanical properties the
lower extremity muscle in the healthy individuals through myotonometer (MyotonPRO, Esotonia).
Twenty three healthy persons(male/female=12/11, age M/F=21.4+1.0/21.0<1.6yr) enrolled in this
study. Twelve subjects were allocated into CEG (Core Exercise Group) and they continued to
participate in the core exercise for 12 weeks at 3 times or more each week, 80 minutes per session. On
the other hand, 11 subjects were allocated into NCEG (Non_Core Exercise Group, n=11) and they did
not apply the core exercise. The core exercise program was consisted of 5 major core exercises (squat,
skater, plank, crunch & bridge, and leg raise). Oscillation frequency (F, Hz) of RF (rectus femoris), TA
(tibialis anterior), BF (biceps femoris), GCM (gastrocnemius) for dominant lower extremities were
measured by using MyotonPRO. F is the intrinsic tension of the muscle in the resting state with
nonvoluntary contraction, as muscle tone. There was no significant difference between pre and post-
test in the NCEG, but the F values of all muscles in CEG significantly increased in Table 1. It is believed
that 5 CEs during 12 weeks can have a positive effect on the F value. This is useful to be in managing
muscle in the lower extremity muscles within the normal range by applying CE of an appropriate
duration and intensity, and in preventing damage to the lower extremity region when participating in
various exercises.

Keywords : Muscle tone, Biomechanical properties, MyotonPRO, Core exercise, lower limb muscles

Table 1. Results of frequency through 2way RM_ANOVA

Group Pre Post p_Time So. F p
CEG(n=12) 15.05+1.61 16.12+1.84 0.003 T 11.512 0.003
Rt_RF_F NCEG(n=11) 15.12+1.13 15.63+£1.23 0.144 G 0.133 0.719
p_Group 907 460 T*G 1.441 0.243
CEG(n=12) 15.08+1.42 16.01£1.18 0.005 T 11.179 0.003
Rt_BF F NCEG(n=11) 15.37+£2.24 15.88+1.68 0.115 G 0.015 0.903
p_Group 719 839 T*G 0.940 0343
CEG(n=12) 16.01£1.40 17.42+1.31 0.002 T 12.116 0.002
Rt GCM_L_F NCEG(n=11) 16.42+1.75 17.01£1.90 0.169 G 0.000 0.999
p_Group 544 560 T*G 2.026 0.169
CEG(n=12) 20.88+2.11 23.51+2.03 0.002 T 11.669 0.003
Rt_TA_F NCEG(n=11) 21.40+2.24 22.3742.20 0.215 G 0.183 0.673
p_Group 576 213 T*G 2461 0.132
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tMeantstandard deviation, CEG: core exercise group, NCEG: non_core exercise group, Rt: right, RF:
rectus femoris, BF: biceps femoris, GCM_M: gastrocnemius medial region, GCM_L: gastrocnemius lateral
region, TA: tibialis anterior, F: Oscillation frequency (=muscle tone, Hz), T*G: Time*Group, So.: Source

Acknowledgment
This paper was supported by Korea Institute for Advancement of Technology(KIAT) grant funded by
the Korea Government(MOTIE) (P0011930, The Establishment Project of Industry-University Fusion
District)

References

B. Arosio and M. Cesari, Nutrition and Muscle Health. Nutrients, 13(3), p. 797 (2021).

2. D. Samuel, Age-associated changes in hand grip and quadriceps muscle strength ratios in healthy
adults. Aging Clinical and Experimental Research, 24(3), pp. 245-250 (2012).

3. M. Ditroilo and et al., The effectiveness of two novel techniques in establishing the mechanical
and contractile responses of biceps femoris. Physiological measurement, 32(8), pp. 1315-1326
(2011).

4. C. A. Reed and et al., The effects of isolated and integrated 'core stability' training on athletic
performance measures: a systematic review. Sports Med, 42(8), pp. 697-706 (2012).

5. He, Y., et al., Effects of core stability exercise for patients with neck pain: A protocol for
systematic review and meta-analysis. Medicine (Baltimore), 98(46), p. €17240 (2019).

6. C.Y. Ko et al. Between-day reliability of MyotonPRO for the non-invasive measurement of
muscle material propertiesin the lower extremities of patients with a chronic spinal cord
injury, J. Biomechanics, 73, pp 60-65, (2018).

[um—

Biography

Hyuk-Jae Choi was born in Wonju, Korea in 1981. He received the Ph.D. degree in sports medicine
from the University of Soonchunhyang, in 2019.

Won-Young Lee was born in Seoul, Korea in 1988. He received the Ph.D. degree in Physical
Education from the University of Soonchunhyang, in 2018.

In-ho Hwang was born in Incheon, Korea in 1978. He received the Ph.D. degree in Electrical &
Electronic Engineering from the Yonsei University in 2017.

Chang-Yong Ko was born in Jeju, Korea in 1979. He received the B.E. degree in biomedical
engineering from the Yonsei University, in 2005, and Ph.D. degrees in biomedical engineering from
the Yonsei University in 2011.

Sung-Phil Heo received the Ph.D. degree in Information Sciences from Tohoku University, Sendai,
Japan, in 2004. Currently, he is a Professor and Center Director of Strategy Planning Center,
Gangneung-Wonju National University. His research interests include u-healthcare, IoT/M2M, and
wireless communications.

-54 -



International Symposium on Innovation in Information Technology and Application (ISIITA 2024)

ANN-based Pet Activity Recognition with Wearable Sensors

Heerae Lee”, Seongyeong Kim"”, and Hyung Gyu Lee"”

DDept. of Software, Duksung Women’s University, Korea
E-mail: hglee@duksung.ac.kr

Abstract: In this study, we use a motion sensor module and ANN (Artificial Neural Network) to
recognize and analyze a pet's behavior in real time. The existing home CCTV (Closed-Circuit
Television) that recognizes a pet behavior has privacy and security issues, so there is a need for new
technologies to overcome these issues. In this paper, we propose a system that can analyze and care for
a pet's behavior based on the data measured from the motion sensor which is attached on the body of
the pet. The collected data is preprocessed and processed by a ANN-based light-weight classfier to
recognize the pet’s activity. Our extensive measurementd and simulations demonstrate that our model
achieves the recognition accuracy of about 82.19%. In addition, the model is lightened to confirm its
potential for use in embedded environments.

Keywords : Motion Recognition, Pet Behavior Analysis, ANN (Artificial Neural Network), Sensor
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Recently, with the aging population and the increase in single-person households, the pet-related
market has expanded, leading to a growing interest in pet care systems [1]. This study mainly propose
a simple but effective metholodology for pet activity recognition. Since our study is only relied on a
wearabpe sensor attached on the body of the pet without using any camera device, it can completely
free from the privay and security isses[2]. In addition, the recognition can be performed in anyplace the
pet goes. Fig. 1 presents the systme architecture of the proposed pet activity recognition, which consists
of a behavior tracking system and cloud server. The sensor attached on the body of the pet measures
the movement data and the data is processed and classified using a light-weight deep-learning model
directly executed in a microprocessor in realtime. The activity recognition results are then, tranmitted
to the cloud server via Internet. Finally user can remotely monitor the pet behaviors using a mobile
device.

To find a light-weight but accurate deep learning model customized for pet activity recognition, this
study first conducts and compares the MLP (Multi-Layer Perceptron) and CNN (Convolution Neural
Network) models. The dataset needed for training the deep learning models, is collected directly from
five pet dogs using a motion sensor attached on the top of do collar. To collect the data and make labels
for each set of data, we also develop a tagging application using a smartphone as shown in Fig. 2(a).
Totally, 5,312 datasets were collected by categorizing them into 8 behaviors (Standing, Lying down,
Sitting, Walking, Slow walking, Running, Eating, Digging) [3]. We optimize the conducted MLP and
CNN models to make them light-weight, and finally we achieve 82.19% of recognition accuracy with
a simple MLP model (two hidden layers and 109,758 parameters). Finally we develop a monitoring
applications as shown in Fig. 2(b).
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Abstract: The COVID-19 pandemic has triggered a massive change in the way people shop, favoring
online platforms that offer ‘Free Return’ options. This change has led to a sharp increase in the number
of returns, posing a serious challenge for companies, especially those with less market power. As the
market adapts to this situation, the growing number of small and medium-sized delivery companies
faces a tough battle against industry giants. These smaller competitors, lacking in financial,
infrastructural, and research capabilities, face difficulties in quickly improving their logistics systems
and order delivery performance. However, in this context, the opportunity of forming strategic alliances
along the value chain appears as a possible solution. Through cooperation, these small and medium-
sized enterprises can potentially reduce service costs, improve service quality, and strengthen customer
loyalty, allowing them to cope with the competitive environment more effectively. This paper proposes
a collaboration model for network design of return collection in the delivery service industry. The model
aims to enhance the competitiveness and sustainability of small and medium size delivery companies
by sharing their resources and capacities with other partners. This concept is formulated mathematically
as multi-objective programming problem with profit maximization of the overall collaboration and
incremental profit of each participating company. To check the fairness and sustainability of the profit
allocation the research uses cooperative game theory approaches such as Shapley value. The model is
applied to a numerical example to demonstrate its applicability and effectiveness.

Keywords: E-commerce, Delivery service, Collaboration, Return Collection, Network design,
Sustainability
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Abstract: Autonomous vehicles are becoming an increasingly popular topic of discussion and are
expected to revolutionize automotive transportation. Along with increased interest in autonomous
vehicles, the security of these vehicles is a growing concern and at the forefront of the minds of potential
buyers. This paper examines potential operating system security vulnerabilities in autonomous vehicles
and offers recommendations for improvement. By addressing these vulnerabilities, we can help ensure
that autonomous vehicles are safe and secure for drivers and passengers alike.

Results: As technology advances and people become more reliant on technology in their lives, it
becomes increasingly important that the capabilities of that technology do not fall into the wrong hands.
With self-driving cars quickly rising in popularity, the need for vehicular cyber security is growing
along with it. By utilizing microkernel operating system techniques, ROS immunity, and carefully
implementing vehicle ad-hoc- networks, we can effectively defend against autonomous vehicle cyber-
attacks and help mitigate potential damage to infrastructure, systems, networks, and most importantly,
people’s lives.

Keywords : Autonomous Vehicle OS, Security Vulnerability, ROS, VANET
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Abstract: This paper presents an in-depth analysis of TempleOS, an open-source lightweight operating
system created by Terry Andrew Davis designed for x86-64 computers. The primary focus of this study
is to benchmark the performance of the operating system in the areas of memory management, file /O
operations, and threading. In addition, the paper also offers a comprehensive system overview,
including its architecture, kernel design, and user interface. Our quantitative results were measured
using a series of primitive and lightweight benchmarking programs translated and ported into
TempleOS. Our qualitative analysis was determined by our own observations of TempleOS through a
virtual machine. Our study concludes that TempleOS excels in memory allocation speeds yet lacks
heavily in file and threading speeds compared to modern operating systems.

Keywords : TempleOS, Lightweight OS
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Abstract: Vehicle to grid (V2G) is a technology that efficiently exchanges and manages electric power
between electric vehicles (EV) and the grid through bidirectional charging. Through this, EV users can
pursue profits by performing energy trading according to electricity prices. Moreover, grid managers
can store electricity and provide instant charging services to EV users who need electricity. In real V2G
environments, various service providers exist to provide V2G services to EV users. However, the
existing V2G network models assume only a single domain. Thus, users of a specific domain with a
large number of subscribers cannot properly receive the charging service due to overload in single-
domain V2G environments. In this paper, we propose a V2G network system considering multi-domain
environments. The proposed network system model uses consortium blockchain to unity multiple
single-domains. Moreover, anonymized user information is uploaded to the blockchain to provide
secure and seamless V2G services. The proposed network system model is shown in Fig. 1.

Keywords : Blockchain, electric vehicle, multi-domain, vehicle to grid.

'iéij Blockchain
=t
= Layer

5 |
=
i -9
Al = [
0|

A ""‘,
CAA“"'“: g CAE "\E
B a2
-
Aggregation
:é*fm g e P Y
=, 5

Cross-domain
authentication

e |
.-Entla domain ?
© authentication

’T,T

? —
_ s
rDomain F . 5 @

. change ; A
[P !
. Fatrat 2\ . .
: Registration : Charging station of D,
..... [ - i i i
- Transaction D : Charging station of Dy

: Intra-domain authentication
: Cross-domain authentication

Figure 1.  Proposed network system model.

The proposed network system model consists of three layers : Blockchain layer, aggregation layer,
and ground layer. In blockchain layer, various certificate authorities (CAs) exists to manage their own
V2G service domains. Moreover, CAs are the nodes of consortium blockchain and upload EV user’s
anonymized information to achieve seamless cross-domain communications. The aggregation layer
includes aggregators belonging to the domain, which manage EV users' charging data and provide
optimized electric charging services. At the ground layer, EV users can communicate with the
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aggregator through the charging station. Even if the EV user does not join the domain, the aggregator
can retrieve the anonymized user information from the blockchain and authenticate the EV user. After
the authentication process, the EV user and the aggregator generate a session key and perform energy
trading services.

In future work, we will propose a secure authentication protocol based on the proposed network system
model for multi-domain V2G environments. The authentication protocol will have separate
authentication processes for intra-domain and inter-domain communication situations. We will design
the authentication protocol using elliptic curve cryptography (ECC) and physically unclonable
functions (PUFs) to achieve security robustness and efficiency. Moreover, we will analyze the
authentication protocol using various security and performance analysis tool, including Scyther tool,
Real-or-Random model, and network simulator 3.
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Abstract: Project performance is a critical aspect of the software development process or any
professional work cycle. However over the years evaluating software projects from source code metrics
has been a challenging task for project managers. In this paper we propose a statistical based pipeline
for converting original low-level software project source code metrics, such as commit count, into
human-readable, interpretable latent factors, such as code quality in order to evaluate performance. We
use a dynamic data set, consisting of 1,000 completed and ongoing software projects from Github. We
use structural equation modeling (SEM) and Factor Analysis(FA) to extract meaning from the software
projects metrics. A p-value less than 10”7 was observed from our SEM analysis, and the Eigenvalue
versus Factors scree plot (Fig. 1) analysis for FA showed supported evidence of our choice of
underlying factors. The performance indicators found using our approach are namely code quality,
software developers motivation and software repository maintainability. We demonstrate an easy
interpretation of the results gathered from our method (Fig. 2), where a potential software team leader
can look back and derive valuable insight into ongoing projects and evaluate the appropriate steps to be
taken.

Keywords: Performance Estimation,Factor Analysis, Sequential EquationModeling
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